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Abstract
In this paper, we conceptually and empirically investigate the relationship between industry and information security awareness
(ISA). Different industries have unique security related norms, rules, and values, which we propose promotes different levels of
organizational effort to raise their employees’ general ISA. To examine these potential industry effects, we draw on Neo-
Institutional Theory (NIT) because different industries operate in unique institutional environments. We specifically theorize
that the pressures from the three institutional pillars (regulative, normative, and cultural-cognitive) will affect employees across
all industries but the magnitude of those effects will vary across industries, because different industries have institutionalized
security practices in unique ways. To evaluate our theorized relationships empirically, we surveyed employees in the banking,
healthcare, retail, and higher education industries. We found that our subjects’ perceptions of the pressures from the three
institutional pillars positively affected their perceptions of how much effort their organizations exerted to raise their general
ISA. However, we also found that these effects were not consistent across our surveyed employees in the different industries,
especially related to the direct and moderating effect of perceived normative institutional pressures. The implication of our paper
is that future behavioral information security research should consider how industry and their corresponding institutional
structures might affect (positively or negatively) the relationships in our core theoretical models.

Keywords Neo-institutional theory (NIT) . Cross industry . Industry effects . Information security awareness . Organizational
effort

1 Introduction

The weakest link in an organization’s information security
defense systems is its employees (Crossler et al. 2017;
Warkentin and Willison 2009). A small fraction of employees
may maliciously intend to harm their organizations but most

employees are non-malicious in their information security re-
lated actions (Guo et al. 2011; Workman et al. 2008).
Informing these non-malicious employees about the current
threats and mitigating controls is an ongoing challenge facing
modern organizations (Chang and Wang 2011). As such, the
information security literature has devoted significant time
explicating how these non-malicious employees become
aware of the existing threat landscape and why they perform
a variety of different security related actions. To do this, the
prior literature has utilized a variety of theoretical perspectives
such as general deterrence theory (D’Arcy and Herath 2011;
Herath and Rao 2009), the theory of planned behavior
(D’Arcy et al. 2009), protection motivation theory (Boss
et al. 2015; Posey et al. 2015; Warkentin et al. 2016), neutral-
ization theory (Siponen and Vance 2010), and control balance
theory (Moody et al. 2018). Whether these theorized relation-
ships are consistent for individuals who work in different in-
dustries remains an open theoretical and empirical question
because very few studies have investigated how these theoret-
ical relationships vary across employees whowork in different
industry segments.
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However, we argue that industry may have a significant
impact on howmuch effort an organization exerts to raise their
employees’ general information security awareness (ISA), be-
cause different industries have different security related
norms, regulations, standards, and values related to digital
data, security, and privacy (Stahl et al. 2012; Yeh and Chang
2007).1 For instance, an organization in the oil and gas indus-
try might exert a different level of effort to raise their em-
ployees’ general ISA relative to an organization in the banking
industry because the former industry is much less digital in-
tensive than the latter. Therefore, contextualizing information
security issues in relation to an employee’s or an organiza-
tion’s industry environment might reveal that a one-size fits
all approach to information security awareness, education, and
training is not be the best approach. For instance, the tactics
that work for employees and organizations in the social media
industry may not work as well in the higher education industry
because the different industries have different security-related
values, norms, and histories.

The purpose of our paper is to investigate the following
research question: how does industry affect the amount of
effort organizations exert (or perceptions thereof) to inform
their employees about general information security issues? To
answer this question, we draw on Neo-Institutional Theory
(NIT) because organizations across industries operate in dif-
ferent institutional and technical environments with unique
institutional pressures (Chiasson and Davidson 2005;
DiMaggio and Powell 1983; Meyer and Rowan 1977; Scott
2008). NIT posits that the normative (informal rules), cultural-
cognitive (shared beliefs), and regulative (formal rules) insti-
tutional pillars affect organizational structures as well as how
employees in those organizations learn, organize, and behave
(Tolbert and Zucker 1983; Zucker 1987). We argue that the
normative, cultural-cognitive, and regulative institutional pil-
lars will also affect how much effort an organization exerts to
raise their employees’ general ISA because institutional pres-
sures legitimate certain types of security behaviors more in
certain industries relative to other industries. That is, the insti-
tutional pillars determine the taken-for-granted beliefs sur-
rounding how employees in a specific industry understand
and deal with risk, uncertainty, or ambiguity (Alexander
2012), which we assert guides how organizations and em-
ployees treat matters of information security.

To investigate empirically how NIT affects organizational
effort (or perceptions thereof) to raise their employees’ ISA,
we surveyed employees in four different industries – banking,
health care, higher education, and retail. In our survey, we
assessed employees’ perceptions of the three pillars of

institutions in their respective industries and their perceptions
of how well or poorly their organizations made them aware of
general information security related issues. In our sample, we
found that employees’ perceptions of the institutional pres-
sures from the three institutional pillars positively affected
their perceptions of how much effort their organizations
exerted to raise their general ISA. However, we also found
that these effects were not consistent across our surveyed em-
ployees in the different industries. Based on our findings, we
suggest that future behavioral information security research
consider how industry and their associated institutional struc-
tures might affect the relationships in the core theories used by
behavioral information security researchers.

We chose to investigate general ISA and organizational
effort for two primary reasons. First, informing non-
malicious employees about the current threat landscape is an
important first step in protecting an organization’s digital as-
sets (Bulgurcu et al. 2010). Without sound general ISA, non-
malicious employees may unknowingly engage in insecure
behaviors (Siponen and Vance 2014). Second, keeping an
organization’s employees aware of the current threat land-
scape is an ongoing challenge that requires significant organi-
zational effort (Burns et al. 2017; Dhillon et al. 2016). That is,
an organization’s employees do not arbitrarily (effortlessly)
become informed about the relevant threats and their mitigat-
ing controls. It takes significant thought, on-going effort, and
diligence on the part of an organization’s management team to
make this happen.

2 Literature Review

2.1 Industry & Behavioural Information Security

Many of the influential behavioural information security pa-
pers that have been published in our top journals (e.g., Chen
and Zahedi (2016), D’Arcy et al. (2009), and Boss et al.
(2015)), have not reported their empirical results comparing
their proposed effects across employees in different industry
segments (or they used students who are currently not in the
work force). Table 1 displays a list of relevant and selected
literature related to industry and behavioural information se-
curity. Based on our literature review, we see that the behav-
ioural information security literature has largely not integrated
cross-industry effects into our theoretical or empirical models.
Occasionally, researchers will perform a post-hoc analysis of
potential industry effects but these studies often do not explain
how or why industry might impact an individual’s or an orga-
nization’s security-related actions. This omission is significant
because prior literature in other domains have found that be-
haviours do vary across industries (Desai et al. 1998; Xu et al.
2003) and the prior information systems (IS) literature has
theorized that individuals working in different industries will

1 For the purposes of our paper, we define industry as a collection of organi-
zations that sell a similar product, provide similar services, operate in similar
institutional and/or technical environments, and take actions that are influ-
enced by shared regulative, normative, and cultural-cognitive institutional
structures (Chiasson and Davidson 2005; Scott 2008).
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have different patterns of IS-related behaviors (Chiasson and
Davidson 2005; King et al. 1994).

2.2 Theoretical Framework

Neo-institutional theory (NIT) is a sociological view of insti-
tutions that moves beyond traditional economic explanations
of how organizations structure and act (DiMaggio and Powell
1983). NITconceptualizes institutions as abstract, yet durable,
social structures consisting of regulative (formal rules), nor-
mative (informal rules), and cultural-cognitive (shared beliefs)
dimensions (pillars) that provide meaning as well as structure
to a collection of actors who interact in a common market
space (Durand and Thornton 2018; Scott 2008). In this sense,
actors may be individuals, organizations, associations, or a
combination of all of these. From an NIT perspective, a mar-
ket space consists of organizations in a common industry
whereby the regulative, normative, and cultural-cognitive

pillars play an important role in determining what constitutes
legitimate actions in a given industry environment (Wang
2010; Zucker 1987). Similar institutional structures govern
the collection of organizations operating in a specific industry,
but the institutional structures may vary (sometimes quite sig-
nificantly) across industries (Chiasson and Davidson 2005;
Kohli and Kettinger 2004; Wang 2010).

The underlying institutional logics in an industry define the
industry’s institutional structures (Durand and Thornton 2018;
Scott 2008). Institutional logics are the set of legitimate ac-
tions, values, and beliefs comprising an institution (Friedland
and Alford 1991; Thornton and Ocasio 1999). A single insti-
tutionmay have one institutional logic or multiple institutional
logics that may complement or compete with each other in
order to define the appropriate regulative, normative, and
cultural-cognitive pillars (Dunn and Jones 2010; Thornton
and Ocasio 2008). To exemplify the idea of an institutional
logic, let us consider a healthcare example. In the healthcare

Table 1 Literature comparing industry effects

IS research Sample Findings Cross-industry comparison

Yeh and Chang
(2007)

Participants (N = 109) were from the
major enterprises in Taiwan. They
were mainly working in the
financial/banking, retail/service,
manufacturing, high-tech industries,
and others.

Industry type and IT application
influenced organizational adoption
of security countermeasure.
Interestingly, the implementation of
security countermeasure had no
effect on the perceived threat among
the managers.

This study conducted a comparison
across four industries, namely,
financial/banking, retail/service,
manufacturing, and high-tech.

D’Arcy et al.
(2009)

Participants (N = 269) were from eight
companies located in the United
States. They worked in the
advertising/marketing, aerospace,
financial services, information
technology, manufacturing, and
others.

User awareness of ISP, security
education, training, and awareness
(SETA) programs, and computer
monitoring deter computer misuse.

This study had a cross-industry sample
but did not compare each of their
model’s based on the specific
industry in their sample.

Bulgurcu et al.
(2010)

Participants (N = 464) were from
different industries, including
education, financial services,
government, food & beverage,
healthcare, manufacturing, nonprofit,
medical, bio-technology,
pharmacology, real estate, services,
information technology,
telecommunications, travel,
wholesale/retail, and others.

Attitude, normative beliefs, and
self-efficacy to comply positively
affect employees’ intention to
comply with the ISP. Additionally,
ISA influences employees’ attitudes
toward compliance.

This study used industry as a control
variable. The results revealed that
industry has no effect on employees’
intention to comply with ISP.

Siponen and
Vance
(2010)

Participants (N = 1449) were office staff
from universities (N = 220), electrical
companies (N = 99), and supermarket
chain (N = 1130).

Because neutralization techniques (i.e.,
denial) increase employees’
intentions to violate ISP,
organizations need to consider
neutralization when designing and
implementing ISP.

This study did not run a cross-industry
comparison. The industry sector,
used as a control variable,
demonstrated no significant effect
on the intention of violating ISP.

Posey et al.
(2015)

Participants (N = 380) were
professionals from financial,
insurance, legal, military,
telecommunications, aviation, and
medical industries.

Organizational commitment is
important to connect security threats
to the insiders at a personal level.
Moreover, organization’s efforts of
SETA augment the threat and coping
appraisals.

While this study collected data from a
broad range of industries, it did not
run a cross-industry comparison.
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industry, there are two competing institutional logics
governing health insurance companies in the United States.
The first is a market-based or a for-profit-based institutional
logic. This logic is rooted in capitalistic principles that sug-
gests the market will determine how health insurance organi-
zations should function in the United States. The second is a
government-based or a not for-profit based institutional logic.
This logic is rooted in more socialistic principles that suggests
the government or state agencies should determine how health
insurance organizations should function. Both of these logics
are competing to determine the regulative, normative, and
cultural-cognitive pillars that define legitimate actions in this
particular industry.

Institutions and their associated institutional logics form
via a process of institutionalization. Zucker (1977, p. 728)
posited that institutionalization is both a process and a prop-
erty. It is a process by which Bsocial processes, obligations, or
actualities come to take on a rule-like status in social thought
and action^ (Meyer and Rowan 1977, p. 343). It is a property
such that at any point in the institutionalization process Bthe
meaning of an act can be defined as more or less a taken-for-
granted part of social reality^ (Zucker 1977, p. 728). These
taken-for-granted actions define externally legitimated actions
such as positions, policies, or programs for organizations to
adopt (Meyer and Rowan 1977). Once institutionalized, insti-
tutions provide stability, meaning, and structure by outlining
the moral, normative, legal, and cultural boundaries that de-
fine legitimate activities in a given context (Scott 2008;
Suchman 1995). These institutionalized institutions define
the guidelines for organizational actions by legitimating those
actions in a given market space, which are industry environ-
ments in the context of our study.

NIT posits that organizations seek to obtain legitimacy
from stakeholders by conforming to their institution’s regula-
tive, normative, and cultural-cognitive pillars in order to max-
imize their chances of success (DiMaggio and Powell 1983).2

To do so, organizations undergo coercive, mimetic, and nor-
mative isomorphism to adopt legitimated programs, policies,
and actions (DiMaggio and Powell 1983). Coercive isomor-
phism occurs when a powerful authoritative entity such as a
government agency or a powerful dependent organization
forces (coerces) an organization and its employees to act in a
specific manner. For instance, Apple may coerce a supply
chain partner to use a specific type of encryption algorithm
to protect digital data, which Apple has defined as legitimate
for the industry. If the partners fail to conform, then Apple
may delegitimize or exclude that partner from Apple’s digital

ecosystem. Mimetic isomorphism occurs when organizations
copy the patterns of successful organizations in the same in-
dustry (DiMaggio and Powell 1983). For instance, a bankmay
split its information security employees from its software de-
velopment employees (i.e., split a single technology depart-
ment into two separate departments) because other successful
competitors have legitimized this organizational structure.
Normative isomorphism occurs when organizations espouse
typical patterns, which the underlying institutions define as
appropriate or legitimate for the particular environment
(DiMaggio and Powell 1983). For online retailers, for exam-
ple, the Payment Card Industry Data Security Standard (PCI)
is the norm surrounding online payments and data protection
that retailers feel obligated to follow in order to legitimate their
status as valid online retailers.

3 Research Hypotheses

NIT proposes that organizations react to external pressures in
order to legitimate themselves as viable industry participants
by complying with regulations, by copying other organiza-
tions’ successful responses to uncertainties, and by employing
appropriate practices based on their institutional environments
(Scott 2008; Wang 2010). However, organizations across in-
dustries operate in different institutional and technical envi-
ronments with unique institutional pressures (Chiasson and
Davidson 2005; DiMaggio and Powell 1983; Meyer and
Rowan 1977; Scott 2008). Therefore, we propose that the
pressures (or perceptions thereof) of the three pillars of insti-
tutions will vary across industry segments. We argue that the
normative, cultural-cognitive, and regulative institutional pil-
lars will affect how much effort an organization exerts to raise
their employees’ ISA because of the isomorphic effects of
institutions in specific industries. Legitimate participation in
an institutional environment generally requires an organiza-
tion and its employees to behave similar to its institutional or
industry competitors (DiMaggio and Powell 1983). In the
context of information security, we assert that the institutional
and technical pressures across industries promote different
security practices because work practices differ across indus-
try, institutional, and technical environments (Angst et al.
2017). Thus, we propose that organizations across industries
may exert varying levels of effort to raise their employees’
general ISA.

3.1 Regulative Pillar

The regulative pillar of institutions pertains to the official rule
setting, sanctioning, and monitoring processes used to con-
strain (regulate) behaviors in an institutional environment
(Scott 2008). The regulative pillar of institutions are the for-
mal rules of the game that feature both rule systems and

2 The idea that organizations structure and act in pursuit of legitimacy instead
of in pursuit of economic rationality (or bounded rationality) is a fundamental
aspect of neo (new)-institutional that is different from traditional institutional
theory. Traditional institutional theories suggest that organizations form based
on transaction cost economics or a series of economically rational or bounded
rational choices (North 1990; Scott 2008).
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enforcement mechanisms (North 1990). For example, the
Federal Deposit Insurance Corporation (FDIC) has enacted a
series of guidelines pertaining to the administrative, technical,
and physical safeguards that banks in the United States must
follow to protect customer data. The FDIC monitors and fines
banks in the United States when they fail to follow their rules.
Similarly, in the Federal Government contracting market
space in the United States, the Federal Information Security
Management Act (FISMA) outlines the specific information
security procedures that federal contractors must follow in
order to be eligible for federal contracts. Contractors who fail
to follow these formal rules are subject to having their con-
tracts terminated or their proposals denied. Following these
formal rules legitimizes an organization in the institutional
environment of that industry.

Not all industries, however, are subject to the same regula-
tory pressures. For instance, the recruiting (head hunting) and
the home hospice care industries have minimal formal over-
sight whereas the banking and healthcare industries are heavi-
ly regulated (in the United States). Banks must comply with a
series of regulations such as Sarbanes-Oxley Act (SOX), the
Gramm Leach Bliley Act (GLBA), and Dodd-Frank restric-
tions. From an information security perspective, these regula-
tions require financial institutions to maintain administrative,
technical, and physical safeguards to protect the confidential-
ity, integrity, and availability of customer information (Bauer
and Bernroider 2017; Hu et al. 2007). As a result, banks in the
banking industry have exerted significant effort developing
their general ISA and training programs (Baskerville et al.
2014; Rockness and Rockness 2005). The healthcare industry
has similar regulative pressures in place, which has affected
how much effort healthcare organizations devote toward gen-
eral ISA in that industry. For instance, the Health Insurance
Portability and Accountability Act (HIPAA) regulates how
healthcare facilities must protect patient’s privacy. This legis-
lation has significantly increased general ISA in the healthcare
industry (Angst et al. 2017; Davidson and Heslinga 2006).
Therefore, we hypothesize the following main effect of per-
ceived regulatory pressures on organizational effort to inform
their employees about general ISA:

H1a: Organizations in industries with greater perceived
regulative pressures will exert greater effort (or percep-
tions thereof) to raise their employees’ general ISA.

This effect, however, may vary significantly from industry-
to-industry because regulations affect certain industries more
than other’s (even though most industries have at least some
degree of regulatory pressure). Different industries have dif-
ferent enforcement mechanisms and sanctions when an orga-
nization violates an element of the regulative pillar. In the
higher education industry (in the United States), for instance,
the Family Education and Privacy Act (FERPA) provides a set

of regulatory guidelines that all institutions in higher educa-
tion must follow to protect students’ digital data. In theory,
colleges and universities in the United States risk losing fed-
eral funding for FERPAviolations. However, we are not aware
of any college or university that has lost federal funding due to
a FERPA violation. We speculate that it would probably take
multiple FERPA violations without ever implementing any
corrective actions before a college or university would realis-
tically lose any federal funding. Contrarily, failure to adhere to
the institutionalized regulations in the health care industry
results in actual monetary fines (i.e., Anthem paid $16 million
in fines for their data breach in 2015). Therefore, although
both industries (higher education and healthcare) have strong
regulative pressures, organizations in both of these industries
may have much different security awareness and education
programs because the actual enforcement of the specific reg-
ulatory requirements differs substantially across the industry
segments.

In the context of information security, this argument sug-
gests that organizations operating in industries with different
real or perceived sanctions related to violating the formal in-
formation security rules and regulations will treat information
security matters differently due to the varying enforcement
mechanisms and sanctions across industry environments
(Hrebiniak and Snow 1980; Chatman and Jehn 1994). That
is, to secure regulative-based legitimacy, an organization op-
erating in an institutional environment with higher perceived
(or real) sanctions for failing to follow the formal information
security rules of the game will be more vigilant to implement
and administer stronger information security awareness and
education programs. For example, to avoid security breaches
that may lead to sanctions and reduced regulative-based legit-
imacy in its institutional environment, we assert that organi-
zations in industries with high degrees of perceived (or real)
sanctions such as those in the banking, health care, or social
media industries will exert more effort to raise their em-
ployees’ general ISA. Hence, we propose the following qual-
ifying hypothesis of the regulatory pillar:

H1b: An industry with greater perceived sanctions will
amplify the effect of perceived regulative pressure on per-
ceived organizational effort to raise their employees’ gen-
eral ISA.

3.2 Normative Pillar

The normative pillar of institutions refers to the informal rules
of the game, which are the typical (usual) behaviors that de-
termine how market space participants should act (March and
Olsen 1989; Scott 2008). We argue that organizations may be
coerced (coercive isomorphism) to employ security practices
acknowledged by the legitimate third parties (not necessarily
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regulators) so that organizations could secure normative-
based legitimacy in their industries (Deephouse 1996). In the
banking industry, for instance, bankers may be coerced to
follow a set of informal guidelines pertaining to ransomware
attacks. Failure to follow those informal rules of the gamemay
be just as detrimental as not following the formal rules of the
game because the organization may lose normative-based le-
gitimacy in a given market space, which may result in losing
reputation, pricing power, and customers (Scott 2008; Wang
2010). We propose that the perceived pressures from the nor-
mative pillar of institutions will affect organizational effort to
raise general ISA because following industry ISA norms is a
sign of legitimacy, which can influence the long-term viability
of an organization and its employees (Scott 2008; Suchman
1995).

Not all industries, however, have strong institutionalized
norms related to information security. In the higher education
industry, for instance, there are not a uniform set of institu-
tional norms related to FERPA best practices. We posit that
less pressure from the normative pillar of institutions will re-
sult in less organizational effort to make their employees
aware of general ISA, because fewer institutionalized norms
means that legitimate actions are ill-defined in that industry
environment. These ill-defined institutionalized norms may
make it difficult to construct general ISA training programs.
Therefore, we hypothesize the following main effect of per-
ceived normative pressures:

H2a: Organizations in industries with greater perceived
normative pressures will exert greater effort (or percep-
tions thereof) to raise their employees’ general ISA.

However, we propose that the strength of this main effect
may also vary significantly from industry-to-industry due to
the varying indirect costs (resulting from sanctions) associated
with not following the institutionalized industry norms. For
instance, the OCTAVE (Operationally Critical Threat, Asset,
and Vulnerability Evaluation) framework is an institutional-
ized norm in the healthcare industry due to its applicability to
HIPPA (Appari and Johnson 2010). However, healthcare pro-
viders who choose not to follow the OCTAVE norm do not
typically risk losing patients or having insurance companies
drop them for not following this norm. Contrarily, retailers
who do not follow the PCI norms for handling online credit
card transactions may lose customers or damage their reputa-
tion because customers have become accustomed to
conducting business with legitimate PCI compliant retailers
(especially online retailers). Therefore, even though there
may be strong perceived normative pressures in both indus-
tries, we assert that the effect may vary across different indus-
tries because the informal sanctions vary across industries.
These informal sanctions resulting from not following the
normative pillar institutions may make organizations more

cautious and deliberate, which will result in greater organiza-
tional effort in developing their training and awareness pro-
grams. Hence, we propose the following qualifying hypothe-
sis of the normative pillar:

H2b: An industry with greater perceived sanctions will
amplify the effect of perceived normative pressure on per-
ceived organizational effort to raise their employees’ gen-
eral ISA.

3.3 Cultural-Cognitive Pillar

The cultural-cognitive pillar of institutions represents the
shared (taken-for-granted) beliefs that constitute the nature
of social reality, which may vary considerably from culture-
to-culture, industry-to-industry, and society-to-society
(Douglas 1986; Scott 2008). For this institutional pillar, cul-
ture does not simply refer to national cultures. It may refer to
occupational or industry specific cultures (among others)
whereby the members of a collective share a common belief
system (Scott 2008; Trice 1993). Culture influences human
behaviors by shaping the ends (goals) and the means
(strategies) of action (Swidler 1986). That is, culture provides
the values towards which action is oriented and a tool kit that
contains the habits and styles that shape behaviors
(Aurigemma and Mattson 2018; Douglas 1986; Menard
et al. 2018; Swidler 1986). These values and toolkits vary
from industry-to-industry because different industries and
their respective institutions have different histories and rituals
(Meyer and Rowan 1977), which define the cultural-cognitive
institutional pillar.

In an information security context, certain industries have
stronger shared (taken-for-granted) cultural-cognitive beliefs
concerning information security than other industries due to
the nature of the work performed in different industries. For
instance, it would be surprising if the oil and gas industry had
equally strong-shared beliefs concerning the definition of se-
cure computing as the social media industry. The social media
industry is highly digitized and data driven whereas the oil and
gas industry is much less digitized. Therefore, we would ex-
pect the cultural-cognitive institutional pressures to be weaker
in the oil and gas industry relative to the social media industry.
Striving for cultural-cognitive legitimacy in terms of informa-
tion security actions and awareness programs will vary across
industries because the shared-belief systems vary within and
across industries (Gordon 1991). Therefore, we propose the
following main effect of the cultural-cognitive pillar:

H3a: Organizations in industries with greater perceived
cultural-cognitive pressures will exert greater effort (or
perceptions thereof) to raise their employees’ general
ISA.
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However, we also suggest that this effect will not be con-
sistent across industries. Two industries may both have high
institutional cultural-cognitive pressures but experience differ-
ent effects because these two industries may have different
tolerances for risk and ambiguity, which are a component of
the cultural-cognitive pillar of institutions (Aldrich and Fiol
1994). All industries encounter varying degrees of uncertain-
ty, but different industries have varying perceptions of risk in
the face of that uncertainty (Hrebiniak and Snow 1980;
Rousseau et al. 1998; Yeh and Chang 2007), which can mit-
igate our proposed main effect of cultural-cognitive institu-
tional pressures. Organizations that operate in the same indus-
try often share similar risk management activities because
their perceptions of risk are similar (Zwikael and Ahn 2011).
Different industries, however, may exhibit different risk man-
agement practices due to industry specific risk factors and
varying perceptions of risk.

For instance, let us assume that the retail and higher educa-
tion industries both have weak-shared cultural-cognitive beliefs
concerning the definition of secure computing. If the higher
education industry is more risk averse than the retail industry,
then we are suggesting that this will amplify the effect of the
weak cultural-cognitive institutional pressures. We may also
see a similar effect with two industries having strong-shared
cultural cognitive beliefs concerning information security be-
cause the risk profiles in the two industries may vary. These
differences should logically influence how much effort an or-
ganization exerts to inform their employees about culture-
specific threats and controls because risk aversion and informa-
tion security actions are highly correlated activities.

We assert that the real or perceived threat of sanctions in an
institutional environment for not conforming to the cultural-
cognitive pillar of institutions should influence the risk man-
agement practices of an organization. If, for instance, two
industries both have high-perceived cultural-cognitive pres-
sures to conform to a specific set of security practices but
one industry has higher real or perceived sanctions for failing
to follow those cultural-cognitive pressures, then we propose
that this will affect how much effort an organization exerts to
inform their employees about general security issues. Higher
perceived sanctions are threats to an organization that attempts
to establish cultural-cognitive legitimacy, which should (we
posit) increase the amount of effort they exert towards infor-
mation security related initiatives. Lower perceived sanctions,
on the other hand, maymitigate the effect of culturally defined
security related practices in an institutional environment. As
such, we propose the following qualifying hypothesis of the
cultural-cognitive pillar:

H3b: An industry with greater perceived sanctions will
amplify the effect of perceived cultural-cognitive pressure
on perceived organizational effort to raise their em-
ployees’ general ISA.

3.4 Moderating Effect of Perceived Normative
Pressures

Institutions operate in complex environments with interrela-
tionships among the legal (regulative), social (normative), and
cultural (cultural-cognitive) pillars (Scott 2008). Depending
on the research context, each institutional structure may me-
diate or moderate the effects of the other institutional struc-
tures. In the context of information security, institutional
norms (or perceptions thereof) are of paramount importance
in determining organizations’ information security actions.
New information security threats emerge continuously, which
makes it challenging for the regulatory pillar of institutions to
keep up with the changing threat landscape. Often, by the time
regulations pass through the formal legislative process, there
are a different set of threats affecting organizations, which
may mitigate the impact of regulations in determining how
much effort an organization exerts towards specific informa-
tion security actions. However, institutional norms related to
information security threats formed by associations such as
the ISACA (Information Systems Audit and Control
Association), PCI, and ISO (International Organization for
Standardization) may be institutionalized at a much faster rate
due to having fewer bureaucratic hurdles. Furthermore, regu-
lations often pass after norms have become institutionalized in
certain market spaces. In these instances, the norms might
amplify the impact of regulations on how much effort an or-
ganization exerts towards its information security practices
because the institutionalized regulations are reinforcing
existing institutionalized security related norms. Therefore,
we propose the following moderating hypothesis:

H4: Perceived normative pressures will moderate the ef-
fect perceived regulative pressure on organizational ef-
fort (or perceptions thereof) to raise their employees’
general ISA.

The combination of institutional norms and cultural-
cognitive belief systems may have a powerful impact on a
variety of organizational actions (Cooter 2000; Scott 2008).
For instance, the European Union has different cultural values
pertaining to digital privacy than the United States, which has
resulted in different security practices pertaining to the social
media and online search industries. However, certain institu-
tional norms may qualify the impact of the cultural-cognitive
institutional pressures on a variety of information security
actions. For example, institutional norms pertaining to spam
filters or filtering out potentially harmful email messages
might mitigate the impact of an industry culture’s strong belief
system related to personal privacy on an organization’s secu-
rity policies related to the confidentiality of digital data.
Therefore, institutional norms (or perceptions thereof) might
qualify the impact of cultural-cognitive pressures in the
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context of information security because certain norms articu-
late global security standards that are expected to be followed
irrespective of the cultural-cognitive belief systems in a par-
ticular market space. Therefore, we propose the following
moderating hypothesis:

H5: Perceived normative pressures will moderate the ef-
fect perceived cultural-cognitive pressure on organiza-
tional effort (or perceptions thereof) to raise their em-
ployees’ general ISA.

3.5 Summary of Research Hypotheses

Figure 1 displays our research hypotheses. Our research hy-
potheses are generally organized into Ba^ and Bb^ hypotheses.
The Ba^ hypotheses propose general main effects related to an
employee’s institutional environment. These hypotheses are
built on the idea that industries operate in different institution-
al and technical environments with unique institutional pres-
sures (Chiasson and Davidson 2005; DiMaggio and Powell
1983; Meyer and Rowan 1977; Scott 2008). Therefore, em-
ployees who perceive greater institutional pressures from
these pillars in their industry environments will be positively
associated with greater perceived organizational effort to raise
general ISA. The Bb^ hypotheses propose that the magnitude
of the effects (path coefficients) of the Ba^ hypotheses will
vary by industry because different industries have institution-
alized security practices in unique ways. In other words, the
effect of the Ba^ hypotheses will not be consistent across em-
ployees working in all industries even when industries share
common perceptions of the three institutional pillars. We spe-
cifically argue that the threat of sanctions (real or perceived) in

different industries may amplify the effects of the institutional
pressures from any of the three pillars of institutions because
formal and informal sanctions may de-legitimize an organiza-
tion in its institutional environment. Finally, the non Ba^ and
Bb^ hypotheses (H4 and H5) in Fig. 1 propose that perceived
normative pressures will amplify the effects of both perceived
regulatory and perceived cultural-cognitive pressures. We
suggest that this is the case because institutional norms are
particularly powerful in the context of information security
due to the continuously changing threat landscape.

4 Research Design and Methods

To investigate these industry differences empirically, we
surveyed employees across four different industries –
banking, healthcare, retail, and higher education. These
industries operate in different institutional environments
with ample real and perceived variability along the three
institutional pillars. Our study investigates employees’ per-
ceptions of their organization’s institutional environment
and their perceptions of how much effort their organiza-
tions exert to raise their general ISA. We compare the per-
ceptions of employees who work in the banking,
healthcare, retail, and higher education industries. This ap-
proach is similar to the approach of several other papers
that have investigated industry effects using employees’
cognitions and perceptions. For instance, Hu et al. (2007)
interviewed banking managers to investigate the internal
and external pressures that banks undergo in relation to
SOX and Yeh and Chang (2007) used employees’ percep-
tions to investigate industry differences related to security
countermeasures.

Fig. 1 Research model
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4.1 Measurement Items & Instrument Validation

We used existing measurement items from pre-validated
multi-item scales as our starting point for the measures for
some of our latent constructs. For other latent constructs that
did not contain previously published pre-validated multi-item
scales, we self-developed them by referencing Hu et al.
(2007) and Yeh and Chang (2007) as our starting
points. To do this scale development, we used a panel
of expert information security researchers and scale de-
velopers to provide an initial content (face) validity of
our adapted measurement items and our new measure-
ment items (prior to any of our pilot studies). After our
measurement items were developed and/or adapted to fit
our research context, we designed our survey instrument
using best practices related to instruction wording and
question order as advocated by Dillman et al. (2014, pp.
65-105 & 157-165). Finally, in order to remedy poten-
tial common method bias procedurally via our instru-
ment, we used best practices by Podsakoff et al.
(2012) particularly related to the proximal separation
between the measures of the independent and dependent
variables.

After we developed our initial survey instrument, we ran
two pilot studies. The first pilot study consisted of 50 college
administrators in a university in the Midwest region of the
United States. The second pilot study consisted of a panel of
three information security professionals. After these pilot
studies, we refined our survey instrument to remove identified
ambiguities in the measurement items and in the instruction
wording. Appendix 1 (Table 11) displays the final measure-
ment items. We measured all items reflectively using 7-point
Likert scales with 1 for strongly disagree, 4 for neutral, and 7
for strongly agree.

4.2 Participants and Procedures

We sent out online surveys to participants holding managerial
and professional-level positions in organizations across these
four industry segments (banking, healthcare, retail, and higher
education). We did not include entry-level employees in our
study because entry-level employees may not be knowledge-
able about their institutional environments or the secu-
rity awareness programs at their organizations. This lack
of knowledge would make comparing responses across
participants problematic so we did not include these
entry-level employees in our study. We identified orga-
nizations in these industries based on personal contacts,
alumni networks, and part-time MBA students from two
public Midwestern universities. In each of the four in-
dustry groups, the participants came from between 8
and 10 different organizations, which were all mostly
large (i.e., more than 600 employees). All of our survey

participants held full-time managerial or professional
level positions in their organizations and had more than
5-years of work experience in their organizations and/or
in their respective industries. The average age of our
survey participants was 33 for our banking employees,
45 for our retail employees, 47 for our healthcare em-
ployees, and 36 for our higher education employees.
Table 2 shows the demographic data of our survey
participants.

5 Data Analysis & Results

To analyze our survey data, we used Partial Least Squares
(PLS) with SmartPLS 3.2 software. PLS is a rigorous
and acceptable technique for evaluating path coefficients
in structural models (MacKenzie et al. 2011). Before
running our PLS models, however, we first successfully
screened our data for potential issues that may jeopar-
dized our results such as outliers, multi-collinearity, and
non-normality (Fornell and Bookstein 1982). We then
evaluated our PLS models in two steps. We first evalu-
ated the validity and the reliability of our measures with
a measurement model. We then tested our research mod-
el (Fig. 1) using a series of structural models to evalu-
ate our hypothesized relationships.

5.1 Measurement Model

We evaluated our measurement models in terms of con-
vergent and discriminant validity of our constructs. In
our paper, we assessed convergent validity using the
average variance extracted (AVE), Cronbach’s alpha,
and composite reliability values. AVE values greater
than 0.5 and Cronbach’s alpha and composite reliability
values greater than 0.7 are considered acceptable thresh-
olds for convergent validity (Chin 1998; Fornell and
Larcker 1981). In our data, all of our values met the
recommended thresholds for validity and construct reli-
ability (see Table 3). Therefore, we had strong evidence
for convergent validity in our data.

To determine discriminant validity in our data, we analyzed
the square root of the AVE for each construct. When the
square root of the AVE for each construct is larger than the
correlations between that construct and all of the other con-
structs in the model, then that is evidence of discriminant
validity (Chin 1998). In our data, we met or exceeded the
criteria for discriminant validity (see Table 4).

To evaluate our measurement model further, we analyzed
the factor loadings of each measurement item on its intended
construct. Appendix 2 (Tables 12, 13, 14, and 15) contains
these factor loadings. All of our items loaded greater than the
expected threshold of 0.7 for all industries (except one
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perceived normative measurement item for the retail industry
group). Although 0.7 is the recommended threshold, individ-
ual item loadings between .40 and .70 are acceptable for in-
clusion so long as composite reliabilities are above .70 (Chin
1998), which they were for all of our measurement items. The
factor loadings in Appendix 2 also show that the difference
between the loading on the intended construct and the loading

on any other construct was greater than 0.1. Thus, we have
strong evidence of both convergent and discriminant validity
in our data (Gefen and Straub 2005).

Part of our empirical test of the Bb^ hypotheses was to
perform a multi-group analysis. However, for a multi-group
analysis to be meaningful, we first had to assess measurement
invariance (i.e., the same construct is being measured across
different groups) between the measurement items among the
different industry groups. To do this, we followed the three-Table 3 Construct reliability & validity

Construct ISA COG NORM REG

Industry: Banking (N = 108)

AVE 0.841 0.713 0.870 0.753

Cronbach’s alpha 0.937 0.800 0.850 0.839

Composite reliability 0.955 0.882 0.930 0.901

Industry: Retail (N = 98)

AVE 0.857 0.718 0.930 0.793

Cronbach’s alpha 0.944 0.811 0.893 0.870

Composite reliability 0.960 0.884 0.949 0.920

Industry: Healthcare (N = 114)

AVE 0.808 0.730 0.870 0.779

Cronbach’s alpha 0.921 0.823 0.852 0.859

Composite reliability 0.944 0.889 0.931 0.914

Industry: Higher education (N = 100)

AVE 0.809 0.821 0.813 0.686

Cronbach’s alpha 0.921 0.890 0.770 0.773

Composite reliability 0.944 0.932 0.897 0.868

Entire sample (all industries): (N = 426)

AVE 0.888 0.767 0.768 0.803

Cronbach’s alpha 0.958 0.849 0.852 0.877

Composite reliability 0.969 0.908 0.908 0.924

Table 2 Demographic data
Banking Retail Healthcare Higher education

Age

18–29 5 4.6% 2 2.0% 2 1.8% 0 0%

30–44 27 25.0% 28 28.6% 12 10.5% 46 46%

45–60 75 69.4% 45 46.0% 56 49.1% 49 49%

> 60 1 1.0% 23 23.4% 44 38.6% 5 5%

Total 108 100% 98 100% 114 100% 100 100%

Gender

Male 55 50.9% 68 69.4% 56 49.1% 76 76%

Female 53 49.1% 30 30.6% 58 50.9% 24 24%

Total 108 100% 98 100% 114 100% 100 100%

Positions

Faculty 0 0% 0 0% 0 0% 37 37%

Middle mgmt. 78 72.2% 78 79.6% 60 52.6% 50 50%

Upper mgmt. 8 7.4% 7 7.1% 2 1.8% 5 5%

IT professional 22 20.4% 13 13.3% 52 45.6% 8 8%

Total 108 100% 98 100% 114 100% 100 100%

Table 4 Discriminant validity & inter-construct correlations

Banking Retail

ISA COG NORM REG ISA COG NORM REG

ISA 0.917 0.926

COG 0.705 0.845 0.314 0.847

NORM 0.747 0.686 0.933 0.295 0.355 0.950

REG 0.684 0.657 0.651 0.868 0.498 0.456 0.358 0.890

Healthcare Higher Education

ISA COG NORM REG ISA COG NORM REG

ISA 0.899 0.899

COG 0.556 0.854 0.426 0.906

NORM 0.670 0.538 0.933 0.477 0.468 0.902

REG 0.587 0.479 0.654 0.883 0.598 0.429 0.600 0.828

Entire Sample (All Industries)
ISA COG NORM REG

ISA 0.942

COG 0.486 0.876

NORM 0.440 0.451 0.876

REG 0.634 0.513 0.511 0.896

Italic cells represent the square of AVE
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step process outlined by Henseler et al. (2014) using the built
in MICOM procedure in SmartPLS version 3.2. This process
required analyzing configural invariance, compositional in-
variance, and the equality of mean values and variances. Our
data met the criteria for full compositional and configural in-
variance and partial invariance for the equality of mean values
and variances, which enabled us to run the multi-group anal-
yses. Appendix 3 contains the statistical details concerning
these invariance tests.

Our survey instrument measured the independent and de-
pendent variables on the same questionnaire. Therefore, we
had to ensure that our measurement method instead of our
constructs of interest were not affecting our results. To test
for common method variance with our measurement model,
we used the unmeasured latent method factor approach
discussed by Podsakoff et al. (2012). In our data, adding this
first-order method factor whose only measures were the indi-
cators of the theoretical constructs of interest that share a com-
mon method did not reveal any major issues.

5.2 Structural Models for Hypotheses Testing

We tested our hypotheses using a series of structural PLS
models. Consistent withWilkinson’s (1999) recommendation,
we report the effect size (F2) along with null-hypothesis sig-
nificance testing (NHST) for all of our models because the
NHST is sensitive to sample size. The effect size (F2), how-
ever, is not sensitive to sample size so it produces a more
accurate measure of the magnitude of the effect between two
variables (Cohen 1992; Ferguson 2009). An effect size (F2)
larger than 0.02, 0.15, and 0.35 signifies small, medium, and
large effect size, respectively (Cohen 1977).

We first evaluated the Ba^ hypotheses with all of the
data analyzed together (i.e., all subjects in a single model).
We then evaluated the Bb^ hypotheses by splitting the sam-
ple by industry group. With the split sample, we ran a
series of multi-group comparisons between the research
subjects in the different industry segments.3 To test wheth-
er the multi-group differences were due to perceived sanc-
tion differences, we ran ANOVAs between each of the
industry groups based on their perceptions of sanctions.4

Finally, we evaluated H4 and H5 with the entire sample
and with the sample split by industry segment because
perceived norms might moderate within and/or between
industry segments similarly or differently.

5.2.1 Empirical Tests for the Main Effects (Ba^ Hypotheses)

Table 5 displays the path coefficients and effect sizes used to
test each of the Ba^ hypotheses. This model containing our
entire sample explained roughly 44.6% of the variance in per-
ceived organizational effort to raise general ISA in our data.
We found that perceived regulatory pressure (H1a) positively
affected employees’ perceptions of organizational effort to
raise general ISA across employees in our entire sample
(β = 0.481, p < 0.001). When employees perceived high reg-
ulatory institutional pressures, they perceived that their orga-
nizations exerted high levels of effort to raise their general
ISA. The effect size of perceived regulatory institutional pres-
sures was the highest among the three institutional pressures
in our data. We also found empirical evidence
supporting the hypothesized effect of perceived norma-
tive pressures on perceived organizational effort to raise
general ISA (H2a) (β = 0.108, p < 0.05). Greater per-
ceived normative pressures resulted in greater percep-
tions of how much effort their organizations exerted to
increase their employee’s general ISA. The effect size of
perceived normative pressures was the lowest of the
three institutional pressures in our data (but still statis-
tically significant). We found a similar statistically sig-
nificant effect for perceived cultural-cognitive pressures
(H3a). In our data, greater perceived cultural-cognitive
pressures resulted in greater perceptions of organization-
al effort to raise general ISA (β = 0.191, p < 0.001).
Therefore, we have strong support for all three main
effects in our data.

5.2.2 Empirical Tests of the Industry Differences (Bb^
Hypotheses)

We tested the Bb^ hypotheses by running a series of multi-
group analyses and ANOVAs comparing the four industry
segments. For the multi-group analyses in PLS, we used the
Welch-Satterthwaite test, which assumes unequal variances
between groups (Hair et al. 2016), to test for significance
differences in the path coefficients across each industry seg-
ment. Table 6 displays the results from these multi-group

3 For the multi-group analyses, we ran PLSmulti-group analyses (PLS-MGA)
with bootstrapping (using 500 random re-samples) to calculate the path coef-
ficients (β) for each path in the proposed research model.
4 We asked each survey participant a single question concerning their percep-
tions about the perceived sanctions for violating one of the institutional pillars.
The ANOVAs tested differences using this single item measure.

Table 5 Path coefficient (t-Value) and effect size (F2)

Entire sample (all industries) N = 420
R2 = 0.446

REG ➔ ISA 0.481 (8.418)***
F2 = 0.266

NORM➔ ISA 0.108 (1.972)*
F2 = 0.015

COG ➔ ISA 0.191 (4.080)***
F2 = 0.045

*p < 0.05, **p < 0.01, ***p < 0.001
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analyses. In these multi-group analyses, we find no support for
inconsistent effects based on perceived regulatory institutional
pressures (H1b) and perceived cultural-cognitive pressures
(H3b). That is, all industry segments have no statistically sig-
nificant differences in the effects of perceived regulatory and
cultural-cognitive pressures on perceptions of organizational
effort to raise general ISA. These two effects were consistent
across employees in all industries irrespective of specific in-
dustry characteristics. However, we find support for differ-
ences in perceived normative institutional pressures (H2b) in
these multi-group comparisons. Particularly, we found signif-
icant differences in the path coefficients between the banking
and retail industries (β difference = 0.261, p < 0.05), between
the banking and higher education industries (β difference =
0.261, p < 0.05), between the healthcare and retail industries
(β difference = 0.347, p < 0.01) and between the healthcare
and higher education industries (β difference = 0.347,
p < 0.01).

In order to determine if the significant differences in the
perceived normative pressures path across the different indus-
try segments varied based on perceived sanctions (as we pre-
dicted in our Bb^ hypotheses), we ran a series of ANOVAs to
test for differences in perceived sanctions. Table 7 displays the
ANOVA differences. From these ANOVAs, we see that the
industry segments where the subjects had the lowest perceived
sanctions (retail and higher education) had no statistical dif-
ference. We also see that the industry segments where the
subjects had the highest perceived sanctions (banking and
healthcare) had no statistical difference. However, we
see significant differences between perceived sanctions
between the retail industry segment (low perceived
sanctions) and both the banking and healthcare industry
segments (high-perceived sanctions). We see the same

statistically significant differences between higher edu-
cation (low perceived sanctions) and both banking and
healthcare (high-perceived sanctions). The statistically
significant multi-group differences (Table 6) are between
the industry segments with low perceived sanctions and
those with high-perceived sanctions. The perceived nor-
mative paths are statistically greater for the banking and
healthcare industry segments relative to the higher edu-
cation and retail industry segments, which is consistent
with the Scheffe ANOVA differences that we found.
Therefore, we have support for H2b in the hypothesized
direction based on perceived institutional sanctions.

Table 7 ANOVAs between industry segments comparing perceived
sanctions (Scheffe test)

(I) Industry (J) Industry Mean difference (I-J) std. error

Banking Higher Ed. 1.375*** 0.190

Mean 5.69 Health Care −0.288 0.184

SDEV 1.205 Retail 0.828*** 0.191

Higher Ed Banking −1.375*** 0.190

Mean 4.31 Health Care −1.664*** 0.188

SDEV 1.376 Retail −0.547 0.195

Health Care Banking 0.288 0.184

Mean 5.97 Higher Ed. 1.664*** 0.188

SDEV 0.964 Retail 1.117*** 0.189

Retail Banking −1.828*** 0.191

Mean 4.86 Higher Ed. 0.547 0.195

SDEV 1.861 Health Care −1.117*** 0.189

*p < 0.05, **p < 0.01, ***p < 0.001

Table 6 Multi-group analyses
REG ➔ ISA

(H1b)

Differences in Path Coefficients (β)

Banking Healthcare Higher Education

Healthcare 0.076

Higher Education 0.086 0.162

Retail 0.136 0.213 0.050

NORM➔ ISA

(H2b)

Differences in Path Coefficients (β)

Banking Healthcare Higher Education

Healthcare 0.086

Higher Education 0.261* 0.347**

Retail 0.261* 0.347** 0.000

COG ➔ ISA

(H3b)

Differences in Path Coefficients (β)

Banking Healthcare Higher Education

Healthcare 0.088

Higher Education 0.087 0.001

Retail 0.211 0.123 0.124

*p < 0.05, **p < 0.01, ***p < 0.001
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5.2.3 Empirical Test for the Moderating Effect of NORMS (H4 &
H5)

We tested these moderating effects with the entire sample
together and for each industry segment separately. Table 8
displays the R2 values for each model and Table 9 displays
the effect sizes along with the path coefficients for each path.

We found partial support for the proposed moderating ef-
fect of perceived normative pressures and perceived regulato-
ry pressures (H4) for employees in the banking (β = −0.144,
p < 0.05) and healthcare (β = −0.104, p < 0.05) industries but
no support for employees in the retail (β = −0.02, p > 0.05)
and higher education (β = 0.175, p > 0.05) industries. This
means that we found a differential effect of the perceived
regulatory pressure path for the employees in the two indus-
tries with the highest perceived sanctions in our sample so this
moderating effect also might be associated with perceived
sanctions. Figure 2 graphically displays this moderating effect
for the banking and healthcare industries.We can see from this
figure that the effect of having low perceived regulatory pres-
sures is mitigated by having strong perceived normative pres-
sures in both the banking and healthcare industries.

We also found partial support for the proposed moderating
effect of perceived normative pressures and perceived
cultural-cognitive pressures (H5) for the entire sample (β =
0.07, p < 0.05) and for the employees in the banking industry
(β = −0.121, p < 0.05). Figure 3 graphically displays this
moderating effect. This effect is interesting because the sign
of the coefficient for the interaction effect is different for the
sub sample of banking employees versus all employees ag-
gregated together. Greater perceived normative institutional
pressures does amplify the effect of both high and low per-
ceived cultural-cognitive pressures but the differential effect
varies across the banking sample and the entire sample.

6 Discussion & Conclusion

Table 10 displays a summary of our conclusions. The main
effects of three pillars of institutions were supported in our
data and perceived regulatory pressures had the greatest effect
size. Greater perceived institutional pressures were associated
with greater perceived organizational effort to increase their
employee’s general ISA, which is our core set of hypotheses.

We found support for the qualifying effects by industry for
only the normative path. For this path, the industries with
greater perceived sanctions had an amplified effect. We found
partial support for the moderating hypotheses for certain in-
dustry segments but not for others. When significant, greater
perceived norms amplified both main effects (but the interac-
tion effect was not significant in all of our models).

Interestingly, we found that perceived regulatory insti-
tutional pressures did not have a differential effect on
perceived organizational effort to raise employees’ gener-
al ISA in highly regulated industries relative to less regu-
lated industries. This finding may be because the regula-
tory institutional pressures rely heavily on the normative
institutional pillar to take effect (Scott 2008). That is, an
industry’s institutional norms enhance the regulatory pres-
sures, but the regulatory institutional pillar by itself may
not prevail without the shared institutional norms that ex-
press its importance (March and Olsen 1989; Scott 2008).
For example, the COBIT framework is an institutionalized
norm primarily used in the banking industry, which en-
hances the effect of SOX regulations during the planning
and implementation of IT governance. Without the
COBIT framework, SOX regulations may become ‘just
another’ regulatory institutional pressure that banks in
the banking industry are required to follow, which may
mitigate the regulatory pressure’s effectiveness in encour-
aging information security related behaviors.

In our data, perceived institutional norms in an industry
also had an interesting mitigating effect on weak cultural-cog-
nitive institutional pressures. In the presence of strong
perceived institutional norms, we found weak cultural-
cognitive institutional pressures concerning information
security did not have a negative effect on perceived
organizational effort to raise their employees’ general
ISA. In this case, the strong normative institutional
pressures washed out the potential negative main effect
of weak cultural-cognitive institutional pressures. We
found this effect most prevalent in the employees in
the banking industry. Relative to the other three indus-
tries in our study, the banking industry is unique be-
cause of the global security related institutional norms
that govern the banking industry. These global institu-
tionalized norms had a powerful mitigating effect on the
perceived cultural-cognitive institutional pressures.

Table 8 R-Squared values of ISA
Models Banking Retail Healthcare Higher education Entire sample

(all industries)

Main effects only 0.650 0.263 0.557 0.313 0.446

Interaction of NORM*REG 0.667 0.264 0.570 0.346 0.466

Interaction of NORM*COG 0.659 0.281 0.558 0.319 0.450
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6.1 Research Limitations

Like all research, our paper has several limitations. First, we
can only draw conclusions about employees working in spe-
cific industries and not industry-level effects per se. We did
not attempt to aggregate the perceptions within or between
industries to make any type of industry-level conclusions.
Our paper is an individual-level study whereby we compare
employees’ perceptions based on each employees’ industry.
Furthermore, the perceptions of the employees working in
each of our sampled industries may not accurately reflect the
institutional environment of all organizations in an industry’s
institutional environment. However, Ashforth et al. (2010)
suggested that higher-level conclusions (i.e., industry-level
effects in our case) can be derived from individual-level data
because organizations are the collection of the beliefs of its
individual employees.

Second, we only compared four industries in our study.
These four industries provided ample perceived and real var-
iance along the three institutional pillars to test our research
model but we make no claims that these four industry envi-
ronments represent all industries. However, future research
could test our model using different industry environments.

For example, highly labor-intensive industries such as the ag-
riculture and construction industries or digital only industries
such as the social media and online search industries might
amplify or mitigate the magnitude and direction of the indus-
try differences that we reported in our paper. Therefore, future
research could investigate a different sample of industries to
refine our understanding of industry differences.

Third, although our sample sizes across each of our indus-
tries were large enough to test our hypothesized differences,
increasing the sample size in each industry would allow for
additional analyses. For example, having a larger sample size
in each industry would allow us to compare occupational dif-
ferences (professional versus managerial) within and between
industries. It might be reasonable to surmise that professional
staff would have different perceptions about their organiza-
tion’s management relative to staff who are already working
in the managerial ranks. Unfortunately, we did not have the
necessary sample size to run this type of analysis in our study.
However, this would make for an interesting future study that
would further refine our understanding of how industry and an
employee’s occupation within that industry impacts percep-
tions of general ISA or a different security-related dependent
variable.

Banking Industry Healthcare Industry 

Fig. 2 Moderating effect of perceived normative pressure on perceived regulatory pressure

Table 9 Path coefficient (t-Value) and effect size (F2)

Banking Retail Healthcare Higher education Entire sample (all industries)

REG ➔ ISAwith NORM as a moderator −0.144 (2.300)* −0.022 (0.022) −0.104 (1.970)* 0.175 (1.918) 0.006 (0.268)

F2 = 0.052 F2 = 0.001 F2 = 0.028 F2 = 0.052 F2 = 0.000

COG ➔ ISAwith NORM as a moderator −0.121 (1.970)* 0.074 (1.432) −0.015 (0.408) 0.155 (1.324) 0.070 (2.140)*

F2 = 0.025 F2 = 0.025 F2 = 0.001 F2 = 0.010 F2 = 0.007

We tested each interaction effect separately in different models

*p < 0.05, **p < 0.01, ***p < 0.001
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6.2 Practical Contributions

Individual organizations are players who play by the rules of
the game that are defined by the normative, regulative, and
cultural-cognitive pillars of institutions (Scott 2008; Wang
2010). It is difficult for organizations to change the rules of
the game because the social structures governing those orga-
nizations are relatively stable (Meyer and Rowan 1977; Scott
2008; Suchman 1995), which makes it challenging for orga-
nizations to manage institutional structures actively. Having
said this, we see three important practical contributions to our
study. First, our paper focused on individual-level perceptions
of those institutional structures. Therefore, managers may ac-
tively manage the perceptions of their employees. Based on
our results, increasing the perceived threat of sanctions at the
institutional level can have a powerful effect on how much
effort an organization exerts to increase their employees’ gen-
eral ISA, which can promote an environment inside of the
organization that focuses on information security.

Second, although institutional structures are stable, they
can still be changed (North 1990; Tolbert and Zucker 1983).
Organizations can collaborate with other organizations in their
industry environments to establish security related norms or
culture-cognitive beliefs surrounding information security.
For instance, social media firms may work together to form
a set of digital guidelines that organizations in the social media
industry are expected to follow. Working to legitimize certain
practices that all organizations in an industry are expected
follow (as it pertains to information security) may take time,
but these institutionalized norms (once developed) can have a
strong impact on the security practices of the organizations
that are governed by those institutional structures. Third,
knowing that employees in different industries have different
perceptions and the effects of those perceptions also vary may
be important for the development of security training and ed-
ucation programs in organizations. Aligning training pro-
grams with the institutional structures in specific industries
may be a better approach than having a one-size fits all

Table 10 Summary of results

Findings Support

REG ➔ ISA H1a This path coefficient is significant with the greatest effect size (see Table 5) Yes

H1b There are no significant differences in the β values across the four industry
segments (see Table 6).

No

NORMS ➔ ISA H2a The path coefficient is significant (see Table 5). Yes (but small effect size)

H2b The high-perceived sanction industry segments differ from the low perceived
sanction industry segments with a stronger effect for the high-perceived
sanction industry segments (see Table 6 and Table 7).

Yes

COG ➔ ISA H3a The path coefficient is significant (see Table 5). Yes (but small effect size)

H3b There are no significant differences in the β values across the four industry
segments (see Table 6).

No

REG ➔ ISAwith NORM as a
moderating variable

H4 This moderating hypothesis is supported for the banking and healthcare
employees in our sample (see Table 9 and Fig. 2).

Partial

COG ➔ ISAwith NORM as a
moderating variable

H5 This moderating hypothesis is supported for the banking employees in our
sample and the aggregated model with all employees (see Table 9 and Fig. 3).

Partial

Banking Industry All Employees Together (Entire Sample) 

Fig. 3 Moderating effect of perceived normative pressure on perceived cultural-cognitive pressure
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approach. Based on our findings related to industry differ-
ences, we speculate that the types of trainings that work well
in one institutional environment may not work as well in an-
other institutional environment.

6.3 Theoretical Implications

On the surface, using individual-level perceptions may seem
counter to NIT, which is typically used for organizational-
level research. However, Subbady (Suddaby 2010, p. 17) sug-
gested the following concerning the use of employee level
data in NIT empirical research:

Institutional work, of course, is conducted by individ-
uals and it is somewhat surprising to me how individ-
uals often disappear from institutional research.
Institutional logics, for example, must have a perceptual
component that operates cognitively at the level of indi-
viduals. That is, if we take seriously the notion that
institutions are powerful instruments of cognition, there
must be some opportunity in conducting research on
how institutional logics are understood and influence
at the individual level of analysis.

Because employees are organizational actors whose com-
prehensions, beliefs, and attitudes toward their organizations
affect organizational actions (Singh and Lumsden 1990), their
collective views represent an organization as an entity in a
particular institutional environment (Hannan and Freeman
1977; Suddaby et al. 2009). Although perceptions may vary
from individual-to-individual, a collective view of employees’
perceptions (Ashforth et al. 2010) can represent the security
practices exercised in an organizational context. Therefore,
comparing differences in perceptions among employees
across industries should shed some light on how external in-
stitutional pressures affect security behaviors through organi-
zational efforts of raising ISA.

To the best of our knowledge, very few studies have
examined how the external environment affects general
ISA. We suggest that understanding how employees per-
ceive their external institutional environment is important
for three primary reasons. First, different industries have
institutionalized security practices and (formal and infor-
mal) enforcement mechanisms to varying degrees. We ar-
gue that these unique security practices and enforcement
mechanisms across industries may increase or decrease or-
ganizational effort to inform their employees about general
ISA due to different perceived institutional pressures
across industries. Second, we suggest that institutional iso-
morphism will result in similar security and risk manage-
ment practices in a specific industry, but these security and
risk management practices may differ across industries.
Organizations want to be perceived as legitimate

participants in their corresponding industries so they tend
to behave in a similar manner to other organizations in the
same industry (DiMaggio and Powell 1983), which may
result in similar effort (or perceptions thereof) regarding
their ISA initiatives. Third, certain industries are more dig-
ital due to the nature of their work and the pressures from
the three pillars of institutions. More digital industries may
have stronger normative information security practices rel-
ative to less digital industries, which may result in differing
levels of effort that organizations across industries devote
to inform their employees about the current threat
landscape.

Appendix A

There are four reflective constructs in our paper: 1) REG –
perceived regulatory institutional pressure, 2) NORM – per-
ceived normative institutional pressure, 3) COG – perceived
cultural-cognitive institutional pressure, and 4) ISA – per-
ceived organizational effort to raise general information secu-
rity awareness.

Table 11 Measurement items

Construct Measurement items References

REG REG1 My organization is aware
of the legal damages
that have occurred to
other organizations
within our industry,
when those
organizations have
violated federal laws
and regulations on
information security.

Self-developed by
referencing Hu et al.
(2007)

REG2 If my organization were to
violate federal laws and
regulations on
information security
(e.g., SOX, GLBA,
FERPA), my
organization would be
liable for legal claims
from the people we
serve.

REG3 If my organization were to
violate federal laws and
regulations on
information security
(e.g., SOX, GLBA,
FERPA, HIPAA), an
authorized third party
regulator would take
legal action against us.

NORM NORM1 My organization maintains
standardized,
well-recognized prac-
tices in the industry, in

Self-developed by
referencing Hu et al.
(2007)
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Table 11 (continued)

Construct Measurement items References

order to secure sensitive
data.

NORM2 My organization is aware
of what other
organizations (in the
same industry) are
doing to secure
sensitive data.

NORM3 My organization wants us
to be aware of the recent
trends and practices of
information security
practices in the industry.

COG COG1 To better serve our clients,
my organization must
keep their data secure.

Self-developed by
referencing Hu et al.
(2007) and Yeh and
Chang (2007)COG2 To remain competitive, my

organization must
protect our clients’
sensitive data.

COG3 To earn trust from our
clients, my organization
must prevent data
breaches that will
expose our clients’
sensitive data.

ISA ISA1 My organization makes
sure that we are aware
of potential threats to
information security
and the negative
consequences that
could arise from an
information security
breach.

Adapted from Herath and
Rao (2009) and Chan
et al. (2005)

ISA 2 My organization educates
us about the cost of
potential information
security problems.

ISA 3 My organization provides
training so that we are
aware of management’s
concerns about
information security
and the risks that
security breaches pose
to the company and the
people we serve.

ISA 4 My organization has
provided training to us
on the importance of
information security.
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Table 13 Factor loading for all industries (entire sample)

All Industries

COG NORM ISA REG

COG1 0.884 0.403 0.390 0.411

COG2 0.898 0.422 0.414 0.451

COG3 0.846 0.362 0.465 0.478

NORM1 0.403 0.903 0.423 0.446

NORM2 0.439 0.936 0.440 0.515

NORM3 0.329 0.783 0.253 0.363

ISA1 0.482 0.414 0.931 0.596

ISA2 0.437 0.390 0.930 0.584

ISA3 0.449 0.418 0.958 0.601

ISA4 0.464 0.435 0.949 0.609

REG1 0.458 0.503 0.609 0.908

REG2 0.467 0.446 0.545 0.905

REG3 0.454 0.420 0.547 0.874

Table 14 Factor loadings, mean, t-values, and standard deviation (STDEV) for banking, healthcare, and higher education industries

Banking Industry Healthcare Industry Higher Education

Loading Mean STDEV t-value Loading Mean STDEV t-value Loading Mean STDEV t-value

COG1← COG 0.887 0.890 0.025 35.280 0.938 0.929 0.030 31.760 0.944 0.942 0.022 43.696

COG2← COG 0.858 0.856 0.070 12.203 0.933 0.923 0.031 30.153 0.920 0.916 0.027 34.240

COG3← COG 0.785 0.776 0.102 7.733 0.846 0.791 0.125 6.761 0.852 0.849 0.041 20.793

NORM1 ← NORM 0.897 0.897 0.019 47.105 0.926 0.927 0.015 62.228 0.917 0.919 0.029 32.097

NORM2 ← NORM 0.901 0.901 0.020 45.222 0.907 0.905 0.025 36.722 0.930 0.918 0.040 23.128

NORM3 ← NORM 0.816 0.816 0.033 24.899 0.746 0.731 0.079 9.399 0.653 0.626 0.140 4.671

ISA1 ← ISA 0.914 0.914 0.017 52.356 0.928 0.926 0.019 48.294 0.914 0.913 0.021 44.587

ISA2 ← ISA 0.875 0.873 0.039 22.475 0.926 0.924 0.019 49.387 0.934 0.933 0.018 52.332

ISA3 ← ISA 0.945 0.946 0.014 66.809 0.936 0.934 0.016 57.265 0.960 0.959 0.010 100.352

ISA4 ← ISA 0.933 0.935 0.013 74.365 0.916 0.913 0.024 38.496 0.926 0.925 0.022 41.772

REG1← REG 0.855 0.850 0.038 22.248 0.918 0.917 0.019 48.434 0.872 0.869 0.030 29.005

REG2← REG 0.854 0.848 0.046 18.660 0.885 0.879 0.031 28.598 0.883 0.882 0.028 31.200

REG3← REG 0.893 0.895 0.018 48.579 0.915 0.913 0.017 54.150 0.820 0.819 0.049 16.901
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Appendix C: 3-Step Measurement Invariance
Testing Using Permutation

We used the MICOM three-step procedure for measurement
invariance testing (Ringle et al. 2016). The first step involves
configural invariance where we made sure that (1) the same
indicator variables were used in each group, (2) all the data were
treated equally across groups, and (3) the same variance-based
estimations were used for all the groups (Ringle et al. 2016).
Next, in step 2, if a correlational value is close to 1 and falls
within the range of the confident intervals, then it indicates com-
positional invariance. Finally, step 3 incorporates invariance for
means (Step 3a) and variances (Step 3b). If a mean difference or
a variance difference between two groups falls within the range

of the confident intervals, then equal mean value or equal invari-
ance has been attained, respectively.

The following tables (from Tables 16, 17, 18, 19, 20, and
21) display the results for our invariance tests for each industry
pair. The permutation test in SmartPLS 3.2 requires us to
make a comparison of two groups at a time. We found that
for each pair of group comparison, the criteria for composi-
tional invariance has been satisfied in the second step of
MICOM. With compositional invariance, although the mean
value equal and the variance equal were not fully attained in
the third step, it is still possible to compare the standardized
coefficients of the structural model across groups (Ringle et al.
2016). Therefore, we conclude that our Multi-Group Analysis
(MGA) produces meaningful statistical results.

Table 15 Factor loadings, mean,
t-values, and standard deviation
(STDEV) for retail and all the
industries (entire sample)

Retail Industry All Industries

Loading Mean STDEV t-value Loading Mean STDEV t-value

COG1← COG 0.805 0.793 0.091 8.847 0.884 0.883 0.019 46.779

COG2← COG 0.886 0.871 0.065 13.668 0.898 0.898 0.023 38.887

COG3← COG 0.850 0.850 0.062 13.763 0.846 0.844 0.029 28.934

NORM1 ← NORM 0.929 0.925 0.038 24.164 0.903 0.903 0.012 73.140

NORM2 ← NORM 0.951 0.947 0.031 30.544 0.936 0.935 0.008 116.583

NORM3 ← NORM 0.923 0.916 0.043 21.574 0.783 0.782 0.033 23.723

ISA1 ← ISA 0.925 0.925 0.018 50.648 0.931 0.932 0.009 105.147

ISA2 ← ISA 0.887 0.885 0.032 27.697 0.930 0.930 0.010 90.344

ISA3 ← ISA 0.940 0.940 0.019 49.750 0.958 0.958 0.006 161.558

ISA4 ← ISA 0.950 0.950 0.011 89.343 0.949 0.949 0.007 132.961

REG1← REG 0.909 0.910 0.022 41.170 0.908 0.908 0.011 85.752

REG2← REG 0.901 0.894 0.034 26.636 0.905 0.905 0.012 77.655

REG3← REG 0.861 0.858 0.038 22.751 0.874 0.874 0.015 56.965

Table 16 Banking vs. Healthcare

Construct Step 1 Step 2 Step 3a Step 3b M.I.a

Configural
invariance

Correlation Confident
intervals

Compositional
invariance

Mean
difference

Confident
intervals

Equal
mean

Variance
difference

Confident
intervals

Equal
variance

COG Yes 0.999 [0.990,
1.000]

Yes −0.097 [−0.271,
0.265]

Yes 0.134 [−0.477,
0.481]

Yes Full

ISA Yes 1.000 [1.000,
1.000]

Yes −0.271 [−0.237,
0.260]

No 0.412 [−0.517,
0.487]

Yes Partial

NORM Yes 0.999 [0.997,
1.000]

Yes −0.386 [−0.262,
0.263]

No 0.225 [−0.354,
0.347]

Yes Partial

REG Yes 0.999 [0.997,
1.000]

Yes −0.419 [−0.270,
0.268]

No 0.682 [−0.906,
0.825]

Yes Partial

aM.I. stands for Measurement Invariance
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Table 17 Banking vs. Higher education

Construct Step 1 Step 2 Step 3a Step 3b M.I.a

Configural
invariance

Correlation Confident
intervals

Compositional
invariance

Mean
difference

Confident
intervals

Equal
mean

Variance
difference

Confident
intervals

Equal
variance

COG Yes 0.997 [0.996,
1.000]

Yes 0.266 [−0.280,
0.264]

No −0.230 [−0.556,
0.640]

Yes Partial

ISA Yes 1.000 [1.000,
1.000]

Yes 1.139 [−0.244,
0.281]

Yes −0.790 [−0.381,
0.361]

No Partial

NORM Yes 0.995 [0.982,
1.000]

Yes 0.216 [−0.271,
0.273]

Yes −0.315 [−0.372,
0.394]

Yes Full

REG Yes 0.998 [0.995,
1.000]

Yes 0.900 [−0.266,
0.274]

No −0.322 [−0.365,
0.369]

Yes Partial

aM.I. stands for Measurement Invariance

Table 18 Banking vs. Retail

Construct Step 1 Step 2 Step 3a Step 3b M.I.a

Configural
invariance

Correlation Confident
intervals

Compositional
invariance

Mean
difference

Confident
intervals

Equal
mean

Variance
difference

Confident
intervals

Equal
variance

COG Yes 0.993 [0.986,
1.000]

Yes −0.074 [−0.248,
0.281]

Yes 0.450 [−0.648,
0.611]

Yes Full

ISA Yes 1.000 [1.000,
1.000]

Yes 0.570 [−0.284,
0.272]

No −0.867 [−0.461,
0.489]

No Partial

NORM Yes 1.000 [0.998,
1.000]

Yes 0.489 [−0.274,
0.276]

No −1.051 [−0.385,
0.370]

Yes Partial

REG Yes 0.999 [0.995,
1.000]

Yes 0.535 [−0.263,
0.274]

No −0.800 [−0.473,
0.463]

No Partial

aM.I. stands for Measurement Invariance

Table 19 Healthcare vs. Higher education

Construct Step 1 Step 2 Step 3a Step 3b M.I.a

Configural
invariance

Correlation Confident
intervals

Compositional
invariance

Mean
difference

Confident
intervals

Equal
mean

Variance
difference

Confident
intervals

Equal
variance

COG Yes 0.999 [0.995,
1.000]

Yes 0.657 [−0.275,
0.272]

No −0.962 [−0.801,
0.819]

No Partial

ISA Yes 1.000 [1.000,
1.000]

Yes 1.202 [−0.283,
0.256]

Yes −0.923 [−0.390,
0.382]

No Partial

NORM Yes 0.999 [0.997,
1.000]

Yes 0.550 [−0.297,
0.262]

No −0.508 [−0.477,
0.483]

No Partial

REG Yes 0.995 [0.994,
1.000]

Yes 1.123 [−0.275,
0.285]

Yes −0.749 [−0.367,
0.401]

No Partial

aM.I. stands for Measurement Invariance
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