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ABSTRACT
Responding to peer reviews is a critical but under-supported stage
of academic writing. Authors must interpret reviewer comments,
infer underlying concerns, and coordinate revisions across teams.
We report findings from interviews with 14 HCI authors that re-
veal how they engage in this interpretive and collaborative process.
Authors distinguish between surface-level content and subtextual
meaning in reviews, and often rely on intermediary documents to
track issues, assign tasks, and develop response strategies. These
documents support sensemaking, communication, and planning,
but must be built manually. Our findings suggest that while in-
terpretation of subtext remains a human judgment task, there are
clear opportunities for interactive tools to support coordination,
document linking, and traceability. We offer design implications
for next-generation writing tools, including those powered by lan-
guage models, that align with authors’ workflows and preserve
their interpretive agency.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI;
Empirical studies in interaction design; Interaction design.
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1 INTRODUCTION
Even in the earliest days of computing systems, researchers and
organizations have sought to help people to author documents [15].
For instance, in the famous “Mother of All Demos,” Englebart demon-
strated, among other things, synchronous collaborative editing
software that allowed collaborators to work together on a shared
document—an activity for which today’s digital tools (Overleaf,
Google Docs, Word) provide extensive support.

Yet while current systems support document drafting and col-
laboration well, far less attention has been paid to the editorial
phase of writing, where authors must interpret and respond to
critical feedback. In academic publishing, this occurs through peer
review, where authors revise manuscripts in light of reviewer assess-
ments [7, 44]. This process is time-consuming, cognitively demand-
ing, and undersupported by current tools. Emerging generative AI
tools powered by large language models (LLMs) [9, 30, 40] offer
new possibilities for support during this phase. But to design these
tools responsibly, we must first understand how authors actually
engage with peer reviews: how they interpret reviewer remarks,
coordinate with co-authors, and develop revision strategies.

In this study, we focus on academic authors in Human-Computer
Interaction (HCI): a field with well-established peer review norms,
multi-author collaborations, and high expectations for revision
quality. HCI offers a rich starting point for investigating how au-
thors navigate the review process, while providing a consistent
disciplinary context. Although practices vary across fields, the chal-
lenges of interpreting critique, coordinating responses, and tracking
revisions are common across academia.
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While prior research has examined collaborative authoring and
document preparation, the review response phase, where critique
is translated into action, has received little empirical attention. We
address this gap by investigating how authors interpret reviewer
feedback, coordinate revisions, and organize their response strate-
gies. Our goal is to understand these practices not only to char-
acterize current behaviors, but also to inform the design of tools
that support this collaborative, interpretive, and pedagogical stage
of academic writing. We ask: What are HCI authors’ practices for
working with peer review assessments? By exploring this question,
we identify opportunities for tools that better assist authors during
a critical and often overlooked stage of scholarly work.

To investigate this question, we conducted an interview study
with 14 academic authors (within HCI) at various career stages. In
one-hour interviews conducted over video, we asked participants
to walk us through how they had handled peer review comments
for two of their previously published papers. In the second half
of each interview, we presented a series of video sketches—design
probes that illustrated speculative tool capabilities powered by large
language models (LLMs). These probes helped elicit reactions to po-
tential system designs and surfaced authors’ preferences, concerns,
and expectations.

Our findings highlight two central themes. First, authors spend
considerable effort interpreting the subtextual meaning of reviewer
comments—not just what was said, but why it was said and what
reviewers may have been pointing to (e.g. unspoken concerns, tacit
reviewer intentions, etc.). This interpretation work is essential to
planning responses and revisions, yet highly contextual and cog-
nitively demanding. Second, authors rely heavily on intermediary
documents—custom spreadsheets, notes, and shared outlines—to
support interpretation, coordinate across co-authors, and track
changes. These documents act as scaffolds for sense-making, com-
munication, and shared memory, but today must be built and main-
tained manually.

Based on these findings, we identify several design implications
for authoring tools. Authors welcomed support for coordination,
tracking, and document navigation, especially tools that could ex-
tract and link related ideas across artifacts. However, they were
cautious about tools that attempted to interpret reviewer intent or
provide revision suggestions based on subtext. These tasks were
seen as deeply tied to authorship, disciplinary norms, and scholarly
judgment.

This paper makes two primary contributions:

• We contribute the first empirical account (to our knowledge)
of how HCI authors interpret and coordinate around peer
review, and offer concrete design principles for tools that sup-
port coordination, contextual feedback, and author-driven
interpretation.

• We derive design considerations for next-generation author-
ing tools, particularly those augmented with LLMs, high-
lighting where automation can meaningfully support review
response and where human judgment must remain central.

Peer review plays a central role in shaping careers, publications,
and research trajectories, yet the tools to support this phase of
writing remain underdeveloped. Our findings point toward a shift

in how this stage is conceptualized: not just as a document revi-
sion task, but as a collaborative, interpretive process that spans
people, texts, and tools. These insights have implications for tool
designers, mentors, early-career researchers, and anyone interested
in improving how scholarly work is shaped through critique and
revision.

2 RELATEDWORK
Peer Review in Academic Writing. A common practice in schol-
arly manuscript preparation involves incorporating feedback re-
ceived from peer review to improve and refine amanuscript [7]. Peer
reviews are formal critiques of manuscripts. For the editor, they pro-
vide an assessment of quality, validity and significance of the work;
for authors, they offer an in-depth analysis of the manuscript’s
strengths, weaknesses, and may contain suggestions for refining
the research, the arguments, or the methodological/conceptual lim-
itations [52]. Yet, these review documents are prepared by peers
with varying levels of experience and domain expertise [28]. The
result is that the documents themselves vary significantly in terms
of tone, message, and may also be contradictory in judgement.

Reviewers engage in this service activity to give back and main-
tain the community [42–44]. Reviewers act as gate-keepers, as-
sessing manuscripts’ publication readiness, and so this part of the
process is stressful for authors, since decisions can have dramatic ca-
reer impacts [25, 52]. Furthermore, reviews can vary widely in qual-
ity and actionability [28]. Considerable recent effort has explored
approaches for improving quality (e.g. [21, 22, 28]) and practices
(e.g. [43]), as well as fairness in the peer-review process (e.g. [56]).

While other researchers have explored how the peer review
process serves the community and individuals (e.g. [52]), our goal
here is to explore how to design tools to support authors from the
moment they receive these reviews. To our knowledge, there has
not been explicit exploration to make authors’ workflows with peer
reviews smoother. For instance, how can we support authors in
understanding the content of the peer reviews?How canwe support
authors in synthesizing this understanding to develop action plans
with co-authors?

Supporting Authors with NLP-Based Tools. Recent advances
in NLP have brought considerable attention to the potential of AI
tools to support authors beyond simple routine tasks (e.g., spell
check), proactive revision support (e.g., sentence rephrasing sug-
gestions), and collaborative editing (e.g., shared change tracking),
all of which are now standard features of modern document editing
software.

Large language models (LLMs) take input text and repeatedly
predict text that naturally continues the input. Because these mod-
els have now been trained on extensive troves of text, they have
reached a high level of apparent capability. Breathless media reports,
followed by some academic work (e.g. [9, 30, 40]), have demon-
strated that general-purpose LLMs can perform remarkably well
in summarizing large quantities of text, synthesizing ideas in text,
and generating text with only limited prompting [35]. In academic
terms, LLMs can be good test-takers. They have been demonstrated
to effectively identify correct responses to multiple-choice ques-
tions [40], as well as prepare both short answer responses and
longer essays [30].
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Recent work has begun exploring the design of systems to sup-
port the writing process, including the the design of language mod-
els to supporting writing [27, 33] and the ways in which writers
may interface with LLM-based support tools [12, 13, 48, 49, 62].
In addition, researcher have investigated how a range of different
writing domains that may have different needs from LLM-based
tools; such as script-writing [36, 57], story writing [3, 41], poetry
[5], and journalism [46]. Researchers have also explored how LLM-
based tools can support specific authoring tasks; such as inspiration
generations [10, 14, 19], idea organization [60, 61], metaphor cre-
ation [18, 31], word selection [17], character creation [47], and
background research [1].

Beyond the initial writing process, LLM-based tools’ ability to
synthesize and summarize text have also shown promising in sup-
port authors in reflecting and revising their work [11, 66, 67]. For ex-
ample, Synthia [68] supports authors by breaking multiple sources
of feedback and uses visual marks to situate that feedback within
the text document. On the other hand, Benharrak et al. [2] explore
the use of LLMs for generation of audience specific feedback.

Despite their promise, work such as Gero et al. [20] and Varanasi
et al. [59] have raised questions about the authorship tension be-
tween tool and author. In response to these concerns, a number of
works have explore how tools may support ownership and trans-
parency in the use of LLMs. For example, Wr-AI-ter [65] which
explored how LLM-based support tools may be designed to pre-
serve author’s sense of ownership over their work. Similarly, Hoque
et al. [39] explored the use of interactive visualization to support
transparency in the use of LLMs. Another challenge is the risk of
LLMs introducing inaccuracy through hallucinations [26, 29]. Work
such as Laban et al. [32] how LLM-based tools may be designed to
allow authors to verify the accuracy of LLM suggestions.

Academic writing has been no exception with regards to the im-
pact of LLMs on writing. For example, in response to whether and
the extent to which authors can use generative tools in manuscript
preparation, publisher have developed new policies clarifying the
acceptability of their use (see an analysis in [39]). On the hand,
recent work has began exploring how LLMs can support different
parts of the academic writing process. Rofferello et al. [37] examined
how computer science researchers used LLM-based AI tools to sup-
port their writing. Similarly, research is increasingly investigating
how LLMs can support writing peer reviews (e.g., [34, 51, 53, 54]).
For instances, Metawriter [55] which explores the use of LLMs to
support the writing of meta reviews. However, while prior work
has explored supporting the writing of academic peer reviews, little
focus has been on how LLMs can support authors’ in responding
to peer reviews. Our work explores how LLM-based tools may be
designed to be incorporated into authors’ workflows in dealing
with peer review comments.

3 INTERVIEW STUDY
To understand how HCI authors handle and process manuscript
reviews, we interviewed 14 authors who primarily submit to HCI-
related venues. Our goal was to understand the steps that the au-
thors took from the moment they received the reviews to the point
of sending out their response: how they thought about the reviews,
how they conceptualized ideas in the reviews, how they determined

what actions to take, and how those actions were executed. We
asked participants to show us “intermediary documents” that they
may have used in preparing the response—for example, documents
that had been prepared or highlighted (e.g. the reviews, a response
letter, a spreadsheet, etc.), and asked them to guide us through how
they developed these documents, why they developed them the
way they did, and how they worked with co-authors through them.

Wewere also interested in participants’ thoughts on next-generation
tool support for this part of their authoring process. We used spec-
ulative video sketches that illustrated potential LLM-enhanced ca-
pabilities. To focus this thinking, we developed video sketches of
design ideas for writing tools based on some prior work (e.g. [69])
and current/near-future capabilities of LLMs. We used these video
sketches as probes to elicit feedback and ideas (see details in Ap-
pendix A).

In the recruitment for our study, we focused specifically on re-
searchers engaged in HCI (and HCI-adjacent) research. We focus on
HCI authors because the field has well-defined review norms, collab-
orative authorship practices, and a high rate of revise-and-resubmit
decisions. These conditions create a rich context for studying re-
view response. While some workflows may be specific to HCI, the
interpretive and collaborative challenges we uncover should be
common to scholarly writing more broadly.

Participants. We recruited 14 HCI authors (7 males, 7 females)
with a range of prior publication history (3–182 peer-reviewed
publications; median = 39, IQR = 98). We advertised our study on
social media and our personal network, and used the snowball
sampling approach. The primary inclusion criteria was that partici-
pants should have published at least two peer-reviewedmanuscripts.
Our participants published widely across a wide variety of venues
within HCI and related disciplines. Further information about our
participants is summarized in Table 1. Participants were compen-
sated $20 CAD for their time. We discuss the limitations of our
recruitment approach and the resulting sample in section 5.

Procedure. We invited participants to 1-hour Zoom interviews
with two parts: a semi-structured phase (45 min), and a design probe
phase (15 min). Part 1: Semi-Structured Discussion. This focused
around two published manuscripts that participants selected. Here,
we asked participants to share with us the practices that they used:
(1) to understand the reviews—both individually and collectively
with their co-authors; (2) to develop a plan of action (how they
identified what would be done in response to the reviews), and
(3) to develop the response. Over screen share, our participants
shared and led discussions about “intermediary documents” that
they had created to document ideas and discussions with their co-
authors. Participants shared these documents over screen share,
highlighting and discussing examples with us. Part 2: Design Probe.
Participants responded to video sketches of fictional tools where
the tools imagined different ways that academic authors could be
supported in their process of responding to academic peer reviews.
Each video sketch was played over the screen share (this time from
the interviewer’s computer), which illustrated how the tool worked,
and how it might support academic authors’ workflow. Participants
then discussed aspects of the tool that were resonant and discordant
with their goals and practices. Our study protocol was approved
by our institutional research ethics board (Ref. REDACTED FOR
REVIEW).
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Table 1: Interview participant information

ID Title Years Active Publications HCI-Related Venues Role on Papers
Discussed

P1 PhD Candidate 4-10 3-10 CHI, ASSETS
First Author,
First Author

P2 Full Professor 11-20 51-100 VIS, InfoVis
Supervisor,
Collaborator

P3 PhD Student 4-10 3-10 ICT4D, HICCS
First Author,
Second Author

P4 PhD Candidate 4-10 3-10 SIGSAC
First Author,
First Author

P5 Full Professor 21+ 101+ IMWUT, CHI
Supervisor,
Supervisor

P6 Full Professor 21+ 51-100 CHI, IUI
Supervisor,
Supervisor

P7 PhD Candidate 4-10 3-10 VIS, CHI
First Author,
First Author

P8 PhD Student 4-10 3-10 CHI
Second Author,
First Author

P9 Professor Emeritus 21+ 51-100 CHI, UIST
Supervisor,
Supervisor

P10 Full Professor 11-20 101+ CHI, DIS, CSCW
Supervisor,
Supervisor

P11 Assistant Professor 11-20 11-50 ACL, IUI
First Author,
First Author

P12 Full Professor 11-20 51-100 CHI, ISS
Supervisor,
Supervisor

P13 Associate Professor 11-20 11-50 CHI, DIS
Supervisor,
Supervisor

P14 Associate Professor 11-20 51-100 VIS, CHI
Supervisor,
Supervisor

Design Concepts and Video Sketches. Based on our experi-
ences as authors, we ideated about potential tool support for this
aspect of the academic authoring process. In particular, we focus on
tools that may utilize recent advances in NLP given their potential
ability to support the language interpretation and writing work
involved in handling peer reviews. In our process, we developed
several ideas and sketches with the aim of identifying tasks such
tools could support, as well as dimensions along which these tool
designs might sit. Based on this process, we developed a set of pro-
visional organizing design dimensions for tools that could support
the review handling process.

• Tasks. Based on our own experiences as authors, we iden-
tified five tasks such tools could support: (1) summarizing
and rewording individual reviews; (2) categorizing issues
and ideas across reviews—that is, identifying when several
reviewers identified similar concerns; (3) proposing poten-
tial resolutions to these issues, and identifying where in
the source manuscript these issues might occur; (4) describ-
ing differences between the original manuscript and revised
manuscript; (5) summarizing these differences in relation to
issues identified in the reviews.

• Conversational vs. Document-Focused Interaction. Chat-GPT
and current LLM-driven tools allow users to use natural
language prompts, whereas most authoring tools have a
document-focused structure. We explored how a chat-based

interface might operate and contrasted this with document-
focused interaction, where proposed revisions and sugges-
tions are situated within the documents themselves (e.g. as
annotations to the reviews, the intermediary document, the
response letter, or the manuscript itself).

For our study, we designed four video sketches that exemplified
different aspects of the design concepts, illustrated in Figure 1 (a
lengthier description of each video sketch is in Appendix A). Each
sketch featured a workflow or task involving the review handling
process, and how the tool would support that process. The narrated
videos were 1:30-2:30 in length, and involved fictional reviews and
lorem ipsum text.

Data Collection and Analysis. We collected interview data
and recorded video of the participants’ screens while they were
sharing the intermediary documents—a total of 910 minutes of
interview data (some interviews ran long), and about 25 distinct
co-authoring teams. Interview audio was transcribed. We used Re-
flexive Thematic Analysis (RTA) as our analytic approach [6], where
we iteratively coded and explored the interview data, relying on
both the data and our own interpretations of the data—as academic
researchers (and authors ourselves!), and as tool builders within the
HCI/NLP research space. Based on these, we developed codes that
reflected participants’ responses, and iteratively synthesized these
codes into themes. We then organized these around prominent re-
sponses (emotional labour, subtextual interpretation, intermediary
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Figure 1: From left to right, Sketch 1 generated a summary of the reviews, along with a synthesis of which reviewer commented
on the issue and how. This summary could be edited, such that the author could ask the tool to further “fill in” information
about an issue. Sketch 2 explored presented summaries in a tabular rubric (e.g. clarity, organization, etc.), and the user could
add/remove row items for the system to consider. Sketch 3 illustrated a dialogue-style interaction, where the author could ask
questions about an interpretation or summary from the tool, for example, to ask for a clarification or an alternate interpretation
of a review comment. Sketch 4 used a document-centric interaction, where similar issues in the review text were colour-coded
with highlighting; this was colour coding was also carried through to the manuscript (i.e. where it would need to revised).

documents, collaboration, mentorship) that characterize our inter-
pretation of the data. Our analysis approach asked us to consider
our own practices (as academic authors), and to carefully reflect
on practical differences that emerge out of habit, lessons learned,
and “folk knowledge.” The purpose of using the RTA approach was
not to arrive at a comprehensive theory of how HCI academics
handle manuscript reviews, but rather a more focused exploration
of themes and patterns in our participants’ practices.

4 FINDINGS
We organize our findings around three major themes: (1) how au-
thors make sense of reviewer remarks, particularly the effort in-
volved in interpreting subtext and managing emotional responses;
(2) how intermediary documents are used to support understand-
ing, communication, and coordination among co-authors; and (3)
how authors envision and respond to future tool support, including
where they see value and where they express skepticism.

Participant reflections span both phases of our interviews: dis-
cussions of past review experiences, and reactions to speculative
tool designs. When relevant, we highlight which phase a particular
insight came from. Collectively, these findings reveal opportunities
for designing tools that support not just document revision, but the
broader process of review response as collaborative and interpretive
work.

4.1 Sense-Making in Reviews
Participants described working through the reviews as a “sense-
making” process (colloquially). While the ultimate goal was to
determine how to respond to reviewer remarks, an important sub-
goal was to interpret the remarks themselves, and participants
explained that this was not always straightforward. Participants
explained that authors needed to closely read reviewers’ words,
but that the words themselves might also be deceiving: a literal or
surface interpretation of the remarks may not clarify the issue or
identify the best resolution to the issue.

4.1.1 Emotional Responses to Reviews. One of the first challenges
that authors facedwhenmaking sense of reviews is working through

their initial emotional responses to reviews. Authors described that
reviews can be emotionally charged documents to deal with. For
some authors like P3, who described being excited to see others
engage with their work and research interests, receiving reviews
can be a positive experience. However, for other authors, the initial
reaction to viewing reviews can be a difficult negative experience.
For example, P1 describes “... I was anxiously waiting on it. I was
on the bus, constantly checking my phone, and bam there it was.
And the scores and the reviews are not good, so I really... it was an
emotional blow. That first time was really hard.” While these emo-
tional responses were most pronounced among junior authors who
were more likely to be the primary author on a manuscript and
closest to the work, even senior authors who were more likely to
serve as a supervisory role on a manuscript expressed that they
had emotional responses to reviews. For instance, P12 describes
that “I, myself, read the reviews the first day they come out and I
think I also sometimes need to give myself a bit of time to not be
mad at the reviewers. I think I’m faster than the students at this now
because when it’s a student lead paper, it’s very much I’m feeling
protective of the student and that’s why I’m upset, but at the same
time, I’m thinking, ‘Ah we missed this,’ and I know that we missed
this immediately, where as they are probably owning it a little bit
more and take it a bit more personally.”

For the more senior authors who often served as supervisors to
the primary author on the manuscript, one of the important initial
processes that they engaged inwas helping tomanage the emotional
response of the primary author. Senior authors had a variety of
ways that they chose to handle this process. For P6 and P10, one of
the ways that they managed this response was by being the first
author to engage with the reviews, allowing them to manage that
initial emotional response, as P10 explains, “I’m setting it up. I’m
trying to set an emotional response tone as to how things should go.
I’m trying to let them know that, ‘Hey you know, things aren’t all
totally bad,’ or give them a bit of optimism... I think maybe the point
is twofold. One, to set the direction of how we’re going to work on
the response, and two, to set the emotional mood of the rest of the
process.” On the other hand, for P12, it was important for them to
give time and space to the primary author to have the emotional



Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Trovato et al.

response to the reviews before coming back to the reviews with
a clearer head, as they describe, “But with people who have never
seen reviews before, I actually do have a process where I say, ‘Take
a day or two and it’s okay to be like mad at the reviewers,’ and it’s
even useful sometimes to write a document that says like, ‘This is why
you’re idiots.’ And then I tell them it’s okay then after those two days,
go back and read the reviews again with a more critical eye and say,
‘What are they really saying about your work?’ and, ‘Is there any
validity to it, even if the way they said it wasn’t the best way to say
it?” Ultimately, for the senior authors, the goal was not to prevent
their junior authors from having emotional responses to reviews,
but to help scaffold their initial interactions with reviews such that
the junior author would be able to interact with the reviews in a
constructive manner.

4.1.2 Surface vs. Subtextual Meaning in Reviews. One of the im-
portant challenges for authors in making sense of reviews was
unraveling the distinction between the surface-level meaning that
is conveyed via the words in the reviews and the deeper implied
meaning (i.e. the subtextual meaning).

Participants described paying close attention to how reviewers’
remarks were worded. P11 reports “I rely a lot on how they phrase
things, and other elements of nuance to interpret what they’re actually
telling me,” since the importance of a particular comment or issue
may be conveyed in a single word or phrase. Similarly P3 explains,
“The way in which they say it helps provoke a direction that I could
explore or think about that I hadn’t thought about.”

At the same time, participants indicated they would need to
“read between the lines,” since how a reviewer worded a remark may
obscure the meaning [P10, P12]. Sometimes, this would be out of
kindness: “The reviews are quite a diplomatic document. Some people
sometimes don’t say the literal meanings with the worst [words]. It
could look positive, but the negativity was veiled. They all hide this
through some wording” [P2]. One participant likened this to other
diplomatic writing: “[reviews contain] very subtle wording, where it’s
a bit like reading a reference letter. They might be saying something
kind of nice, but actually they’re very critical” [P1]. This means that
while the specific choice of words that reviewers use to express
their ideas is important, authors are aware that there is nuance and
subtlety that may veil the meaning for an inexperienced author.

Authors relied on their experience or the experience of their co-
authors to make sense of these nuances. For example, P10 refers to
his experience and tacit knowledge when reading reviews, “Because
I’ve seen so many of these, and I’ve been on the other side of the table
so much, I just have a sense for what the person is really getting at...
a reviewer will sometimes be complaining about a detail when really
there’s a more fundamental problem that they’re dancing around.
And because I have a fair bit of experience reading these reviews and
writing papers, too, I can sometimes read that.” This resonates with
P7’s commentary, who, as a less experienced author, noted “Yeah,
there’s definitely instances where I read a reviewer comment, and
I think, oh, they want this. But then my supervisor says, oh, they
actually want this other thing” [P7].

Participants viewed this communication and “understanding
what is meant” as a two-way challenge: their hope was that the
reviewers understood what they, as authors, were trying to express,
and now it was their turn to try to understand what the reviewers

were trying to express to them. P12: “[Authors] can misinterpret the
underlying meaning of what a [review] comment is actually about.
I’m realizing that it’s because a review, in and of itself, is also an
imperfect articulation of what somebody is thinking. And it may be
the case that they haven’t really figured out what it is that they’re
thinking. They’re just giving you the reaction.” This suggests that
experienced authors view review remarks and their surface level
meaning as indicators for the problematic aspects of a manuscript,
rather than necessarily being a definitive accounting of the actual
problem that the reviewer was identifying. That is, that the re-
viewer’s intent (i.e. the subtextual meaning) may not be perfectly
captured by the review remark itself.

4.1.3 Reviewer Suggestions. Even though reviewers had the best
of intentions in providing suggestions to improve the manuscript,
authors explained that these suggestions might not necessarily ad-
dress the fundamental issues. For instance, P12 explains, “Sometimes
[reviewers] give us a fix that doesn’t make any sense, because they
didn’t [understand our idea]. And so you have to slow the students
down, who want to do what [the reviewer] said to do. Instead, you
have to say, ‘No, what they’re asking us to do is not helpful for us.”’
The main issue seemed to be that sometimes, reviewers might not
be expressing the issue clearly within their surface-level remarks,
as expressed by P11: “It’s important to address the underlying issue.
Someone could point something out as being problematic. But what
they’re pointing out, and the way in which they’re pointing it out is
sometimes really symptomatic of something else.”

P10 provides an example of this, where a reviewer might provide
a paragraph of questions about the methods being described in the
manuscript: “[Quoting a hypothetical reviewer] ‘Did you do a second
round of coding, or have a second coder? Were you properly balancing
different conditions in the study? Should have you done method X?’
So maybe there’s a paragraph, with lots of little questions, and it goes
on about the methods. I would probably step back and say, from my
experience, they’re probably not so concerned about whether we did
all these little things... [Instead] the bigger problem is that I’ve not
really done a great job of explaining what we did for the methods.
So I’m not going to worry so much about these specific questions;
instead, we just need to rewrite this section better.” Here, we see that
a surface-level interpretation of the reviewer remarks might have
helped, but did not address the central issue; rather, the subtextual
meaning of the reviewer remarks were that the section was difficult
to interpret and understand.

Similarly, P11 provides an example where reviewers critiqued a
theoretical lens the authors were using. “The moment I added the
picture [to explain the different theories], the complaints went away.
The reviewers didn’t say specifically to add the picture, but they’re so
used to that type of representation that without it, they were having
trouble keeping track of all the theories and interactions.” The uncer-
tainty expressed by the reviewers in their remarks did not address
the central issue, which in this case was better addressed through
a diagram rather than more explanatory text in the manuscript.

4.2 The Role of Intermediary Documents
How authors processed reviews varied significantly both between
authors, and between different manuscripts of the same author.
While authors had their own varied practices in terms of how they
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Figure 2: Left: P1’s spreadsheet that she used to interpret review and plan their response. The columns included the original
review text, the reviewer name (e.g. R1, R2), P1’s short-form interpretation of the review text, a “category” (her own typology),
a proposed fix field, and an additional comments field. Right: P4’s working document where they had copied all of the text of
their reviews into. In red text, they highlights the questions or issues raises in the review text, In blue text, they added into the
reviews what they needed to do with regards to each issue raised in the reviews.

approached processing reviews, exactly how that process played out
in handling particular reviews often varied depending on a range of
factors. One key factor was the dynamics of the co-author team; for
example, a senior author may have overarching practices in how
they handle reviews; however, the particulars of how those practices
occur may be shaped by the working styles of the other co-authors
in the team. On the other hand, the reviews themselves could also
shape the process: more favourable reviews may demand a less
intensive process from the author, or the structure of the reviews
might help inform the structure that authors used to interpret
and respond to reviews. The documents that authors used in this
process of responding to reviews were equally varied in style and
number. While some documents became final output documents
(e.g. response letter or revised manuscript), authors also created
intermediary documents that might only ever be used “internally”
by the author and co-authors. Intermediary documents served two
important roles in how authors processed reviews: (1) as tools
for helping authors to make sense of how to address the reviewer
remarks; (2) as tools for helping authors communicate and coordinate
collaborate with their co-author teams.

4.2.1 For Sense-Making. As we discussed previously, one of the
major processes that authors undergo when handling reviews is
the process of making sense of the review remarks, and this process
can be challenging as authors identify layers of meaning within the
reviews. Here we turn our attention to how participants created
intermediary documents to support this process of making sense of
reviews. We explore this as a possible site for technology augmen-
tation. In our sample, participants had a number of strategies that
they used to approach dissecting reviews into actionable items.

Spreadsheets. One of the strategies that participants took to
understand reviews was to decompose the reviews into individ-
ual points using the structure of a spreadsheet. For instance, P1
showed us a spreadsheet where she had broken down each com-
ment/observation from the reviews into their own row, ordered in

the way they appeared in the review documents (shown in Figure 2
left). In P1’s process, she used the “category” field to group related
issues—both as an interpretive approach, as well as a pragmatic
one for the purposes of developing a response to the reviews. P5
describes a similar process that their student went through where
on their initial pass of the reviews: they broke down each of the
review documents into smaller, individual review remarks into their
own rows in a spreadsheet, categorizing each remark by what they
thought their sentiment was, and then assigned each comment a
similar “category” typology as P1. This strategy helped authors to
work through the reviews on an issue-by-issue basis, understand
what the reviewer meant in each comment, isolate which comments
were actually actionable, and determine what should be done about
them.

In-Situ Highlighting and Comments. Another strategy that
authors used to approachmaking sense of reviews was to work with
the reviews in-situ. Rather than breaking apart the reviews into
individual comments, some participants worked directly within a
copy of the review text. For example, on her initial pass of reviews,
P6 used the features of a PDF reader to “highlight what I [thought] we
[needed] to address”, and left comments that articulate their initial
thoughts as well as open questions that they needed to discuss with
their co-author. Similarly, P1 discussed how the primary author
on one of their papers copied the review text into a Google Doc,
and used the highlight feature to leave comments. For some (P1,
P6), this was an unstructured approach; others would go about
this in a much more structured way. P4, for instance, copied the
review text into a separate document, and used red text to highlight
the questions or suggestions in the reviews (illustrated in Figure 2,
right). P4 then inserted blue text inside of the reviews to indicate
things that they needed to do in response to each of those questions
or suggestions. While this strategy required authors to work with
the whole text of the reviews at once, it meant that the actionable
items remained within the context of the review document.
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Drafting the Response. Other authors would prepare a re-
sponse letter as a way of organizing their thinking about how to
address reviewer comments in revisions. P10 explained that they
often first have their student draft an initial version of the summary
of a changes document that would get submitted with the revisions,
“Basically you can see the student has summarized each of the main
concerns with a heading, and then the concern, and then a description
of what was done to address it. [This was written] in a sort of past
tense, as though we had already done the work, but really it was a
plan. It was a plan of what we would do to address the concerns.” Sim-
ilarly, P7 worked within a Google Doc with all the reviews, where
they “[identified] each individual reviewer’s concerns by reading their
full reviews, parsing out what they’re saying point-by-point”, sum-
marizing each of those points, and drafting their response to each
of those points. He explained that this document that began as an
intermediary working document would ultimately transform into
the final document that would be submitted alongside the updated
manuscript. For both P7 and P10, the point of drafting and iterating
on these response letters prior to making changes to the manu-
script itself was to synthesize an understanding of the reviews, and
developing a plan of action that all of the co-authors agree upon.
P7 describes that, “I think in an ideal world, we would [first] make
this document. And then we would say all the things that we’re gonna
do, and then just change the Overleaf document and then submit.”

4.2.2 For Communication And Coordination. While many of the
papers that our participant described had a primary author who led
the work, our participants noted that it was vanishingly rare that
they would be the only author on a paper—no participant shared a
single authored paper. Thus intermediary documents also served
an important role in supporting communication and coordination
between the co-authors. Every participant described these living
documents as the centre of the discussion—be they synchronous
or asynchronous—where they would track points of uncertainty
or issues that would need to be discussed with the authoring team.
These documents include records of suggestions, discussions and
decisions about how issues were to be conceptualized, how they
might be addressed, as well as who might be assigned to complete
each task.

Supporting Meetings. Intermediary documents often served
to support synchronous discussion within their co-author teams.
Participants described that they would generate documents as a
way of synthesizing what they needed to discuss with their collab-
orators. For instance, in P6’s initial pass of the reviews, she focused
on identifying challenging or contentious issues, so she knew what
she needed to discuss with her co-authors during their synchro-
nous meeting. Similarly, P4 would make note within the reviews
about which points he needed to discuss with his supervisor. The
documents themselves also often became things for the co-authors
to talk over. P10 described that he would have his students draft an
initial summary of the reviews prior to meeting with them because
he felt that it was important, “to enforce the fact that people need to
do some homework first before we meet and talk about it.” These doc-
uments then became a way for authors to give and receive concrete
feedback from their co-authors. For example, P8 explained that by
going over a spreadsheet made by his student, he could identify
where their student had misconceptions about the reviews and

provide feedback on how they should interpret each review remark.
Intermediary documents also served as a site for participants to
take notes given the otherwise ephemeral discussion they were
having. For instance, in the document where she was making sense
of what reviewers had said, P1 would also annotate in red: “[Those
are] our conversation and my notes of our discussion.”

Supporting Asynchronous Discussions. The intermediary
documents also served as site of asynchronous communication
and coordination. Collaborators commonly used the commenting
functionality in either Microsoft Word or Google Docs (6 partici-
pants showed or mentioned using comments). In some cases, these
comments served as one-off pieces of feedback. For example, a com-
ment in one of P6’s documents simply noted to the primary author
to, “Keep the same active sentence structure as the other points.” In
other cases, authors used comments to coordinate with the other
co-authors, for example, to track which action items had been com-
pleted, and which items still needed to be handled. In these cases,
the use of comments was sometimes accompanied by TODO lists.
P2 and P6 showed how their co-author have written up TODO
lists in the working document (shown in Figure 3). Finally, authors
also used the comment feature as a way to have asynchronous
discussions that were situated around the content that they were
discussing. For example, in one of the documents that P2 shared,
two of the co-authors engaged in a back and forth discussion about
possible approaches to addressing a reviewer comment.

For some authors, the intermediate document and the asynchro-
nous communication in it was, itself, the predominant way that a
co-author team communicated. For example, P6 described a case
of a manuscript having been submitted and rejected over several
years. In the most recent iteration, the authors did not even meet
synchronously to discuss how to handle the most recent set of
reviews; instead, they opted to discuss strictly through the working
draft document.

4.3 Implications for Tool Support
In the second part of our interviews, we explored with participants
what kinds of tool support might help authors during the review
handling process. We anchored this discussion in both their cur-
rent workflows and reactions to four design probe sketches, each
illustrating different interaction models and AI-driven capabilities.
From these conversations, three clear implications emerged for the
design of future tools: (1) authors need better support for track-
ing and coordinating information scattered across documents, (2)
authors are skeptical of tools that attempt to interpret subtextual
meaning in reviews, and (3) authors strongly prefer interactions
that are situated within the review documents themselves, rather
than abstracted or chat-based interfaces. We expand on each of
these themes below.

4.3.1 Support Connecting Scattered Information. A common chal-
lenge was that while intermediary documents acted as hubs of com-
munication and coordination, they were also not directly linked
to the actual source documents (reviews, manuscript, revised man-
uscript, response letter). Thus, there was still often a need to go
back to the original documents to locate things, or to ensure that
tasks had been completed. P1 explains this difficulty in terms of
finding information referred to from the reviews: “Sometimes the
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Figure 3: P2’s working document where their co-author created a TODO list for the team. The team used the comments features
to either mark when items were completed or discuss the tasks.

meta reviewer has said something, and you go and search and search
for where is it? Who said that? Where and how is it mentioned?”
P10 describes this challenge in terms of ensuring that all reviewer
comments have been adequately referenced and addressed in the
final response document, “Even after we have this document, and
we’re okay with it before the paper is accepted, I will go back through
the reviews again to ensure for each item: Do we cover this? So it is
almost like a checklist at the end. It’s easy to miss something.”

Many participants felt that tool support with the intermediary
documents would be valuable to help organization and coordination.
Whereas the source documents (review andmanuscript) were linear,
Sketch 2 illustrated the idea of being able to pull out related ideas
together. P6 “This would be helpful to categorize things the reviewers
said, and then to help us with [finding related ideas in] the paper.”
Similarly P6 suggested, “I hate always saying ‘Who said that?’ and
having to go back to remember who said what in reviews, so that you
could acknowledge them in the response letter—I can’t stand doing
that. It’s super error prone too.”

This suggests that a key design area for future tools is supporting
authors in consolidating the information that is scattered across
documents. While authors currently use intermediary documents
as hubs for organizing revision efforts, these documents still require
continual manual effort from authors to link information between
the reviews, the documents they use for communication, and the
resulting manuscript. Future tools may be able to support authors
in finding related ideas across documents, visualizing that corre-
sponding information, and maintain continuity across documents.

4.3.2 Supporting, Not Performing, Interpretation. In response to
the design probes, participants largely balked at the notion of a
tool interpreting review remarks on their behalf. In particular, par-
ticipants did not consider tools as being capable of ascertaining
the subtextual meaning of reviewer remarks (or at the very least,
did not trust them to do so). For instance, P10 explains, “My worry
about the tool automatically doing grouping [of review comments]
for me is that I doubt the system has accumulated the same level of
tacit knowledge and understanding that I have. And so I worry that it
would be missing out on something. I worry it misses out on the tone,
and the ordering of reviewer comments.” This resonates with P3’s
view: “My apprehension would be whether [the organizational labels]
are the same as what I would write, and whether this interpretation
captured everything that reviewer actually had to say.” Similarly, P6
suggests, “I don’t know that I would use that to drive either my letter
[to the editor] or the edits [to the manuscript], because it might not get
it the way I would.” In general, in response to functionality in the
design probes where the tool offered a subtextual interpretation of
the original review text, participants explained they would not feel
comfortable using it. Several participants were skeptical about a
tool automatically interpreting and extracting reviewer intentions
correctly, as described by P1: “My guess is that it would be super
hard to extract automatically.”

Participants pointed out that how they interpreted and responded
to reviews was an important part of how they thought of them-
selves as researchers. Thus, giving this task up to a tool was difficult.
P10 explains, “I would just worry that if I use this, I will focus on
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what it’s generating, and I will miss out on the other stuff that comes
from the actual reviews themselves.”

On the other hand, several participants proposed the idea of using
tools as a “checking” device within the context of their authoring
workflow. Here, the tool would provide an additional assessment
(e.g. like a spell checker) that an author could use to see whether
they had interpreted everything well. “I think that having a program
go through and try to do this annotation of reviews makes some sense,
but I think that the manual aspect of it is what’s going to be most
useful to most authors. I would wonder if prudent people would do it
manually first, and then maybe do the automated one to see if they
missed anything they’ve got all these things” [P9]. Similarly, P10
described this within the context of training students, “If I want
to train a student, I would want them to go through the process of
handling reviews on their own first, and then use this as a tool to go
back and check to see that they’re doing a good job, so kind of like a
validation tool.” Finally, P4 conceived of the tool as a way to provide
another perspective on the reviews, “One thing also I take from this
idea is to use the technology to see if we can combine it with what I do,
and improve my understanding of the reviews.” In these cases, the
clear intention is to supplement one’s own process of determining
subtextual meaning, rather than relying on the tool to do this.

This suggests that future tools should explore not how they
might automate interpretation of reviews, but rather how they
might support authors in the task of interpreting reviews. One
direction may be exploring how tools might support the micro-
tasks involved in interpreting reviews rather than the process as
a whole. For example, future tools may explore highlighting ideas
repeated through reviews or supporting authors in comparing their
interpretation to the original reviews.

4.3.3 Support Contextually Situated Interactions. Participants all
preferred document-focused interaction as expressed in Sketch 4
over the chat-based and prompt-based interfaces of Sketches 1-3.
In part, this had to do with trusting the algorithm underlying the
tool, but even more so, participants wanted to see the provenance
of ideas within the context of the source documents themselves.
For instance, in response to Sketch 2, P4 indicated, “I want the
annotations to appear in the Review itself, like in the margins. This
would be useful because I want to see where it is actually occurring.”
Similarly, P10 explained that this was important to build trust in the
system: “I would prefer to be able to review concepts merged together—
that can be really valuable when sections are collapsed together. But I
still want to see the linkages and the concepts—maybe also within the
actual reviews.”

When participants saw Sketch 4, which presented the tool’s sug-
gestions within the context of the documents, this was a revelation.
The tool highlighted and annotated the raw review text (adding
ideas as opposed to removing text as in Sketches 1-3), as it provided
context to interpret and build trust in the tool. P10 enthusiastically
explained, “I really like this in particular, because it’s in the context of
the actual views. I love the ability to visually see the different colors of
the areas, the problems, and then the linkage to the actual document
itself is quite nice as well.” In general, participants felt that Sketch
4, which presented the tool as augmentations to the documents,
more closely aligned with their existing practices (i.e. highlighting
review remarks for discussion).

Participants wanted the interaction with the tool to be bidirec-
tional in that they would be able to provide the system with feed-
back about its performance, with the idea that it could, over time,
improve its assessment of reviewer intention (i.e. the subtextual
meaning). Sketch 4 suggests that users can re-classify or rename
issues—a way of correcting the system, or providing it with this
feedback. This approach resonated with participants who had been
skeptical of the “snippet” approaches illustrated in Sketches 1-3. For
instance, P1 suggests, “If you let me add or remove text, or change
its assessments: this would give me more confidence.” P2 agrees with
this approach, “I really like the way it is organized where the inter-
pretation was backed by the reviewer number. So, I can always double
check and correct it if anything needs to be adjusted.”

This suggests that tools may be best utilized by authors when
they are contextually situated within the working documents of
authors rather the separate chat-based interfaces common within
current LLM tools such as ChatGPT.

4.4 Summary of Findings
Our findings reveal that responding to peer review is more than
an act of document revision, rather, it is an interpretive, emotional,
and collaborative process.

Authors emphasized the effort involved in making sense of re-
views, particularly when inferring subtextual meaning or manag-
ing initial emotional responses. These interpretive judgments were
seen as essential to developing appropriate revision strategies. To
support this process, authors routinely created intermediary docu-
ments (such as annotated drafts, spreadsheets, and draft response
letters) to aid in understanding reviewer concerns, track changes,
and coordinate with co-authors. These documents also acted as
shared memory and planning scaffolds.

When reacting to speculative tool designs, participants wel-
comed features that supported organization, traceability, and con-
textual integration into their workflows. However, they were skep-
tical of tools that attempted to interpret reviewer intent, favoring
designs that preserved author control and judgment.

Together, these findings highlight opportunities for tool sup-
port that respects authors’ interpretive expertise while easing the
logistical and collaborative burdens of handling peer review.

5 DISCUSSION AND FUTUREWORK
Our findings surface key design tensions and overlooked practices
in how authors interpret and respond to peer reviews. Rather than
offering a comprehensive theory of authoring, we identify action-
able opportunities where current workflows and available tools
are misaligned. In particular, we point to two design directions:
supporting routine coordination and tracking tasks that current
editors neglect, and addressing the collaborative and pedagogical di-
mensions of review handling. Below, we outline these implications
and suggest directions for future work.

Delegating Routine Tasks, Preserving Human Interpreta-
tion. Participants were generally comfortable with delegating more
“routine” tasks to the tool. For instance, highlighting and labeling
text and ideas were considered acceptable, as was reordering or
reorganizing concepts or ideas. Similarly, relying on the tool to
track and connect changes across documents—this was a routine,
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mundane task that was acceptable to delegate to the tool. The re-
sults of each of these micro-tasks are reviewable, and therefore
easily corrected.

Much like in supporting the initial writing process [31, 61], this
suggests a design opportunity for tools that perform routine micro-
tasks, such as labeling passages of text based on criteria (e.g. al-
lowing authors to attach “interpretation notes”), re-ordering or
re-organizing concepts or passages in the manuscript, or track-
ing changes across multiple documents. In principle, these tools
might take the place of conventional Find-and-Replace or Find-and-
Highlight tools, though with slightly more flexible, higher-level
inputs (e.g., “Identify every time we make claim X” or “Re-order
how the ideas are presented so there is parallel structure across these
sections”). These are tasks that are achievable with today’s LLMs,
and are beyond the capacity of existing word processing tools. In
addition, our work also affirms the importance of the development
of tools that are reviewable and verifiable [24, 32].

On the other hand, similarly to priorwork on professional writer’s
use of LLMs [37, 59], our participants were resistant about involv-
ing LLMs in the all the tasks of responding to reviews. Some of our
design concepts considered the possibility of tools having a deeper
understanding of the review text: summarizing and interpreting re-
view comments, grouping review issues together, and even propos-
ing potential fixes. However, participants were uneasy with these
ideas: they were not confident a tool would catch every issue in
the reviews, or that it might misinterpret a review, or perhaps even
propose poor solutions to the issues in the reviews. The challenge
seems to be the distinction between surface-level meaning and
subtextual-level meaning of review commentary. Our participants
generally were not confident that the tools would be able to discern
(correctly) the subtextual meaning implied by reviewers’ remarks
on their own. This is perhaps unsurprising: at the best of times,
participants described trying to make “educated guesses” about
what reviewers were hinting at, based on their understanding of
the review process, and their own deeper understanding/knowledge
of the manuscript. This mirrors the concerns of writers in Gero et
al.’s work [20] who felt that were deeper notions of creativity that
LLMs were not capable of. Most circumspect were our participants
who had a working knowledge of how generative models operated—
these participants pointed to towards notions of hallucinations in
language models [26, 29] and felt firmly that language models did
not fundamentally “understand” the text they were generating, let
alone the text they were apparently interpreting. On the other hand,
perhaps here there is an opportunity for authors to provide anno-
tations or labels to tools the explain their categorization/rationale
(much as they do in intermediary documents). A tool could perhaps
make use of these to coordinate resolution finding for authors, as
well as be there to help track tasks on a per issue basis.

Review Text as Imperfect Dialogue. While peer-review is
nominally a dialogue between reviewers and authors, many re-
searchers have previously commented on the paucity of the com-
munication medium (i.e., a manuscript, a review letter, a response
letter). Reviewers can only communicate through their review text.
The review text is drafted and written with an idea, but even this
is an imperfect reflection of the reviewer’s ideas and intentions. It
may be worded stronger or weaker than it should be interpreted, or
worded awkwardly, or in a way that may be misinterpreted. It may

be built on an incorrect assumption or misreading of the original
manuscript itself. Or, one issue being identified may just be a single
instance of a whole class of problems in a manuscript; thus, relying
on a naïve, surface-level reading of the review text itself to create a
task list to improve a manuscript may be misleading. Instead, our
participants were clear that the role of the experienced co-authors
was to provide an interpretation of the reviews, as well as to decide
on the action plan. As we saw earlier, there are instances where the
review text suggests a certain type of change, but that a different
type of modification may ameliorate a whole class of problems.
This hard-won awareness and understanding of a discipline’s or a
publication venue’s norms and its application to manuscript review
handling was difficult to articulate in a way that would be easily
“codeable.”

More importantly though, this means that we should view all text
involved in this process (manuscript, review text, response text) as
provisional: a best attempt at articulating an idea, but only that—a
best attempt. This core idea underpinned many of our respondents’
ideas about how AI tools that support the review process ought
to be considered: rather than considering any of the text (e.g., the
reviews) as rote instructions, they ought to be considered as guides
and ideas—some of which might be wrong.

Collaboration and Mentorship as Intertwined Practices.
Academic manuscripts are not only vehicles for reporting research
findings, they are also key sites for collaboration and mentorship.
Much like prior work [8, 50], many of the senior authors in our
study highlighted the importance of their role as mentors for their
junior collaborators. For these authors, the process of handling peer
reviews was not simply about preparing revisions or composing
a response letter. Rather, it was an opportunity to help junior col-
laborators develop essential academic skills: interpreting critique,
forming a response strategy, coordinating with co-authors, and
managing emotional reactions to criticism. As such, the task of
review handling inherently blends the logistical demands of coor-
dination with the pedagogical goals of mentorship.

This dual function has several implications for the design of tools
in this space. First, it challenges designers to consider review han-
dling as more than just an exercise in document management (e.g.,
editing reviews, crafting response letters, or updating manuscripts).
As foreshadowed by prior work on the collaborative nature of aca-
demic authoring [69], and reinforced by our findings, the review
phase involves a complex mesh of conversations, decisions, and
tracking tasks, and only some of these are captured in formal docu-
ments.

With recent advances in LLMs and natural language processing,
we see an opportunity to move beyond static documents. Much like
work explore systems for supporting literature reviews [16, 45], our
work highlights the potential for tools to assist in the maintenance
of information across documents. For instance, tools might analyze
emails or collaborative conversations to detect important decisions
or unresolved questions, then annotate the corresponding locations
in the reviews, manuscripts, or response drafts. Alternatively, sys-
tems might help co-authors maintain shared context by tracking
action items, changes, or rationale for revisions over time—support
that is currently missing in most academic authoring platforms. At
present, authors must manually create and maintain these systems
using ad hoc combinations of spreadsheets, comments, and memory.



Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Trovato et al.

While collaborative writing tools have been explored in prior work
[4, 58, 64], similarly to Wang et al.’s work [63], this dual function
highlights the importance of the different roles that members of a
research team play in the writing process. Tools that aim to support
this space must not only attend to the surrounding communica-
tion and coordination practices, but consider the variable roles that
research members play in these practices.

Finally, mentorship-specific considerations further shape what
authors find acceptable in tools. Similarly to concerns in lower-
levels of education [23, 38], several senior participants expressed
concern that if a tool were to pre-interpret reviewer remarks or
automate too much of the response planning, it could deprive junior
authors of critical learning opportunities. For them, interpreting
review comments was not only a necessary task but also a develop-
mental one. As such, tools in this space should augment, and not
replace, early-career researchers’ engagement with review materi-
als, and provide opportunities for learning through reflection, not
just automation.

These themes were not only described in participants’ reflections
but were reinforced during their responses to our design probes. Par-
ticipants expressed clear preferences for tools that support surface-
level coordination and contextually embedded interactions (as in
Sketch 4), while showing resistance to systems that abstract away
too much interpretive responsibility.

Limitations and Future Directions. Our sample engaged in
HCI-specific norms (e.g., brief rebuttals, tone calibration). We ac-
knowledge that other fields (e.g., qualitative social sciences, en-
gineering) may have different interpretive cultures. Future work
should explore how our findings translate across disciplinary con-
texts.

Nevertheless, our findings bring attention to tool support for
academic authors. We highlight that review response is not just a
document editing task; instead, it is a socially embedded, collabora-
tive, and pedagogical process. Authors navigate not only revision
logistics but also team coordination, emotional labor, and mentor-
ship. Current tools offer little support for this broader context.

We surface a key distinction between surface-level and subtex-
tual meaning in reviews, and show why authors resist automation
in interpretive tasks. Yet we also identify where support is both
welcome and feasible: tracking tasks, organizing reviewer input,
and coordinating across documents and co-authors. Tools that fore-
ground these practices, rather than aiming to replace author judg-
ment by interpreting the reviews, better align with how review
handling actually unfolds.

Finally, our study offers design directions for leveraging LLMs
to support this phase in ways that authors find acceptable—not by
interpreting reviews, but by helping authors synthesize, annotate,
and coordinate responses across the documents and people involved.
We see this not as the end of the authoring pipeline, but as a key
stage in scholarly practice deserving of tailored, thoughtful support.
Future work can build on this foundation through deployments,
cross-disciplinary comparisons, and deeper engagement with the
lived experience of co-authoring.
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A DESCRIPTION OF VIDEO SKETCHES
The video sketches that we used in the study are included as a video
figure. We include here a lengthier description of each sketch as a
short comic strip. The images are clipped from each video that was
shown to participants. As such, there are extraneous artefacts (e.g.
mouse cursors and annotations) that were intended for participants
to understand the flow of interaction.

Figure 4: Sketch 1: Summaries. This sketch focused on the
idea of varying length summaries generated by the system.
In (A): After the user pastes their review into the system,
they select a short amount of summary text to be generated
(using the slider), and press the Generate button. This gives
them an overview of the major comments. If they move the
slider to generate more text, they can regenerate the sum-
maries, which gives lengthier summaries. (B) shows that
hovering over the summary text provides a call-out that ex-
plains which reviewer made a comment pertinent to that
summary. Finally, (C) shows how the user can ask for a par-
ticular topic (by typing into the window, and then pressing
generate), where the system then checks the reviews to see
if there were comments pertinent to that topic.

Figure 5: Sketch 2: Tabular. This sketch provides commentary
in a tabular format. (A) shows that the initial concepts that
are being explored are based on the the review template,
which asks reviewers to comment on Originality and Signif-
icance. The user can, however, add additional concepts to
consider: here, they have filled in Method and Presentation
Clarity. In response, the system studies the reviews, and pro-
vides the reviewer IDs that commented on these concepts,
and then provides a commentary based on the reviewer’s
comments. (B) shows that the user can also provide “spatial”
concepts (e.g. section headers from their manuscript) to see
if reviewers have commented on those sections specifically.
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Figure 6: Sketch 3: Chat Partner. This sketch explores a
dialogue-based interaction with a chatbot that understands
the reviews. The user can ask questions of the chatbot, and
the chatbot provides commentary based on its understand-
ing of the reviews. It can provide direct summaries as well
as direct quotes (and information from the reviews, such as
references).

Figure 7: Sketch 4: Document-Centric. This sketch explores
a document-centric interaction. In (A), the system begins by
highlighting the original reviews. The colour coding repre-
sents similar issues across reviews from different reviews.
On the left, the issues are summarised. Clicking on an issue
provides links that show the user where the issue appears
in different reviews. In (B), the user is able to re-label or
re-characterize the nature of an issue (e.g. if they disagree
with the system). In (C), the user can then re-classify a label-
ing in the original reviews, changing how each highlight-
ing is classified in the system. Finally, these classifications
and ideas are carried through to a view of the manuscript.
Here, the manuscript is annotated with parts of the original
manuscript that ought to be revised based on the review
comments—again, these are colour coded.
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