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Abstract

The Thomas Jefferson National Accelerator Facility is a US National Laboratory lo-
cated in Newport News, Virginia. Two linear accelerators accelerate electrons to 12
GeV and researchers in four research halls study the dynamics of quarks and gluons in
nuclei by scattering the electrons off various targets. The CEBAF Large Acceptance
Spectrometer at 12 GeV (CLAS12) in Hall B is a mass spectrometer capable of de-
tecting both charged and neutral particles over a large fraction of the full solid angle.
The data that is produced by the subsystems of CLAS12 is processed by the CLAS12
Analysis and Reconstruction Architecture, CLARA. The processed signals from differ-
ent detectors are matched together into a trajectory through CLAS12: this is referred
to as a reconstructed event. The aim of this study was to obtain the resolution of the
event reconstruction software in simulation. To compute the resolutions, simulated
and reconstructed track parameters of the beam particles were used as starting points
and directions for a particle swimmer, a software package that uses numerical inte-
gration to propagate particles through the CLAS12 magnetic fields. The two tracks
were propagated to the surfaces of the subsystems comprising the CLAS12 Forward
Detector. The differences in positions and angles of the two tracks at the detector
surfaces were computed and plotted in histograms. The histograms were then fitted,
with the width of the fit functions being a measure of the resolutions. The depen-
dence of the resolutions on particle species and energy, the torus field polarity and the
detector geometry was investigated, along with the effects of the new version of the
simulation software. The resolution calculations will provide benchmark values when
future upgrades are made to the software and hardware elements of the reconstruction
chain. Additionally, the obtained results can be used to initialize the covariance ma-
trix that calculates measurement uncertainties in the Kalman Filter tracking process
in the Drift Chambers.
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Chapter 1

Introduction

1.1 The History of Jefferson Lab

The Thomas Jefferson National Accelerator Facility, referred to as JLab, is a US
National Laboratory situated in Newport News, Virginia. Researchers in four research
halls study the quark-gluon structure of nucleons by observing the products of electron
scatterings. The facility operates with a continuous electron beam and the halls
feature detectors that track both charged and neutral particles at a rate of over a
thousand events per second. The facility was built in the aftermath of the discovery
of quarks at the Stanford Linear Accelerator [1][2]. The construction was completed
in 1994 and the scientific program started with the delivery of the first beam to
the experimental halls [3][4]. Some of the more interesting experiments conducted
during the 6 GeV era studied the EMC effect [5], the excitation amplitudes of nuclear
resonances [6][7], nucleon structure functions [8], the form factors of the nucleon and
more [9][10][11]. After 178 completed experiments, the lab ceased operations in 2012
as the installation of the 12 GeV upgrade began. The upgrade was completed and the
four halls started performing experiments again in 2018. An experiment in Hall A that
was recently completed and presented measured the neutral weak form factor of lead
[12]. When an electron interacts weakly with a lead nucleus at a small momentum
transfer of scattering, the Z0 boson emitted by the beam electrons couples primarily
to neutrons that form a skin on the surface of the nucleus [13]. If polarized electrons
are scattered off lead nuclei and the electron helicity is varied, the projection of
their spin onto the direction of momentum, there will be an inequality in the cross
sections of electrons that scatter on either side of the target [12]. The parity-violating
asymmetry is acquired from the two measured cross sections, and the thickness of
the neutron skin on the surface of the nucleus can be obtained from this asymmetry
[12]. This neutron skin thickness can be used to constrain properties of rich nuclear
matter such as the radii of neutron stars and the baryon density of the lead nucleus
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1.1. The History of Jefferson Lab

[12]. An experiment that was most recently conducted at Hall B, the hall that offers
research opportunities for Surrey students, was the Bonus12 experiment [14]. This
experiment attempts to measure the free neutron structure function at large values
of Bjorken x, the fraction of the nucleon momentum carried by the struck quark
[14]. The structure function was measured by scattering electrons off neutrons in
deuterium. The scattered electrons were measured with the Forward Detector, and
the recoiled protons that are spectators of the reaction and scatter at backward angles
with low momentum were detected with a radial time projection chamber [14]. The
kinematics of the neutron are obtained from the observation of the proton. The low
momentum and backward scattering angles of spectators allows researchers to obtain
structure functions for free neutrons while minimizing uncertainties such as off-shell
effects (binding modifies the structure functions of the nucleons in nuclei) and final
state interactions (struck neutron interacts with spectator proton) [14]. Additionally,
these structure functions shed light on neutron form factors, on the u and d quark
distribution ratio and on quark-hadron duality [15].

Figure 1.1: A visual representation of the injector, the linear accelerators (linacs),
recirculation arcs and the research halls at Jefferson Lab. Picture adopted from [16]
and edited.
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1.2 Accelerator overview

The continuous wave recirculating electron accelerator at the CEBAF facility delivers
an 11 GeV beam to four research halls: A, B, C, and D. The electrons are produced
in the injector (Figure 1.1) by illuminating polarized laser light of λ = 780 nm on
a Gallium-Arsenide semiconductor, which emits bunches of electrons that are spin-
polarized up to ∼ 85% by photoemission [17]. Four lasers produce beam electrons
destined for the four halls, and the electrons form interleaved bunches before they’re
injected into the accelerator. The two linear accelerators (linacs, shown in Figure
1.1) accelerate electrons with Superconducting Radio Frequency cavities [4][18]. The
beam gets accelerated by an oscillating electric field within the cavities. In order to
accelerate each electron that enters the cavity, the field oscillates at a frequency that’s
equal to the frequency of the incoming beam electrons [18]. As the beam exits a linac,
it encounters the spreader that deflects electrons in recirculation arcs according to
their momentum (Figure 1.1). At the fifth pass around the accelerator, a separator
separates the beam destined for Hall D and directs it for an additional pass through
the North linac. The interleaved beam destined for halls A-C enters the extraction
region where the beam electrons are guided to their destined halls with magnets.

Figure 1.2: The entire CLAS12 detector. The beam is incident from the right onto
the target, located within the Central Detector. Picture adopted from [19] and edited.
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1.3 Overview of the CLAS12 Detector

Hall B at Jefferson Lab houses the CEBAF Large Acceptance Spectrometer at 12 GeV,
CLAS12 (Figure 1.2) [19]. The detector tracks both charged and neutral particles over
a large fraction of the full solid angle, allowing the researchers to capture almost all of
the scattering products. The detector consists of two sub-detectors built around two
superconducting magnets, the torus and solenoid [20]. The solenoid is placed at the
center, surrounding the target. It deflects particles with low recoil momentum that
scatter at 40◦ < θ < 135◦ [20]. The momentum of charged particles is obtained from
the amount of deflection in the magnetic field. The Central Detector is placed around
the target to map trajectories of particles that are deflected by the solenoid [19]. It’s
shown in Figure 1.3. It provides coverage over the full range of the azimuthal angle.

Figure 1.3: The CLAS12 Central Detector. The Central Vertex Tracker is retracted
from its position for a better view. Around it are the two rings of PMTs and light
guides of the Central-Time-of-Flight System, while the three outermost rings of PMTs
are from the Central Neutron Detector. Picture adopted from [19].

Tracking is provided by the Central Vertex Tracker, which has 12 active detection
layers that are separated into two subsystems: the Silicon Vertex Tracker and the
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Barrel Micromegas Tracker [21][22]. The Central Time-of-Flight detector identifies
particles from flight time measurements, it achieves a time resolution of σt = 80 ps
[23]. The Central Neutron Detector detects low momentum neutrons by measuring
their time of flight with scintillator paddles that achieve a resolution of σt = 150 ps,
which allows up to 10% neutron detection efficiency [24]. The Back Angle Neutron
Detector extends the ability to detect neutrons to polar angles 155◦ < θ < 175◦ [19].

The torus magnet is placed a few meters downstream from the target, it deflects

Figure 1.4: The CLAS12 Drift Chambers. The three regions are marked along with
one torus coil. Picture adopted from [25].

particles that scatter at forward angles, 5◦ < θ < 40◦ [20]. It consists of six supercon-
ducting coils that are arranged symmetrically around the beam axis (Figure 1.4 shows
the placement of the coils) to approximate a toroidal field: charged particles are bent
inward or away from the beam axis, the amount of bending providing a measure of
particle momentum. There is a non-zero change in the azimuthal angle due to field im-
perfections. The Forward Detector measures the trajectories of particles that scatter
at forward angles. The main subsystems of the detector are shown in Figure 1.2. The
six torus coils divide the Forward Detector into six identical detection sectors on the
xy-plane. Particle identification is provided by three Cherenkov counters that have
different momentum thresholds for electron discrimination [26] [27] [28]. The High
Threshold Cherenkov Counter (HTCC) is placed between the torus and solenoid. It
identifies electrons below momenta of 4.9 GeV/c using dry CO2 as the active medium:
at this momentum, heavier charged particles do not emit Cherenkov radiation in CO2
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[26]. The HTCC consists of an entry and exit window and a mirror constructed from
48 facets placed radially around the beamline to focus the Cherenkov light onto 48
photomultiplier tubes (PMTs) [26]. It provides full coverage in the azimuthal angle.
The Drift Chambers (DCs) map particle trajectories as they curve in the torus field
with a cell resolution of σr = 250 µm [25]. There are 3 separate DC plates for each
sector, referred to as regions. The regions are arranged around the torus coils as seen
in Figure 1.4. Due to the placement of the coils, the azimuthal coverage varies from
50% at θ = 5◦ to 90% at θ = 40◦ [25]. Each region has 2 groupings of wire layers,
superlayers, spaced apart by a few centimeters and strung at different stereo angles,
±6◦. This setup provides good resolution of both the polar and azimuthal angle [25].
Each superlayer consists of 6 layers of wires, the layers consist of 112 hexagonal cells
placed in a brick-wall arrangement [25]. The cells contain a mixture of 90% Ar and
10% CO2 and a central anode sense wire whose direction is perpendicular to the plane
of the cells. The Forward Time-of-Flight system identifies particles by measuring their
time of flight with a time resolution of σt = 80 ps [29]. It’s constructed from three
panels consisting of rectangular plastic scintillators, each panel covers a portion of
the forward region. The scintillators are connected to a PMT on each end, the light
produced by fluorescence of the detector material is collected at the PMTs [30]. Fi-
nally, two calorimeters absorb particles and measure their energy and the location of
the energy loss [31]. They also detect neutral particles with an efficiency of > 50%
[32]. The pre-shower (PCAL) and the electromagnetic calorimeter (EC) are of the
sampling type, with interchanging layers of lead and scintillator strips in a triangular
hodoscope layout. The electromagnetic showers produced by Bremsstrahlung radia-
tion of charged particles, or by pair production of photons, produce photons in the
scintillation material that are detected with PMTs [31]. There are 15/15/24 active
layers for the PCAL, the inner EC and outer EC. The scintillating layers alternate
between three readout planes that are each parallel to one of the sides of the calorime-
ter [32]. The light from each strip in a layer is measured in sum, all strips in a layer
are connected to one PMT [32]. The energy resolution equals σE

E
= 0.1√

E(GeV )
[32].

The resolution of the reconstruction software was computed for particles scattering
at forward angles. The Forward Detector has a fractional momentum resolution of
σp
p

= 0.5 − 1.5%, and an angular resolution of σθ = 1 − 2mrad [19]. This study will
provide a detailed analysis on how accurately the reconstruction software reconstructs
events when conditions such as the beam energy and species or the torus polarity is
varied. Forward tracking in the Drift Chambers will be described first; this knowledge
is necessary to understand the trends seen in our results. Section 2.2 is an introduc-
tion to the software packages that were used during the course of this study. The
methodology that was followed to obtain the resolutions will be described afterwards,
followed by the validation of the method and the results. The paper concludes with
a summary and a discussion on the future uses of the algorithm.
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Chapter 2

Methods

2.1 Event Reconstruction

2.1.1 The Coordinate Systems of CLAS12

Figure 2.1: A CLAS Event Display (CED) application window showing an event in
CLAS12, looking at the detector from above. The tilted x, y and z axes are shown as
x’, y’, z’ (y and y’ coincide). The Lab z-axis coincides with the beamline. The origin,
the target, is on the bottom left of the figure. The coloured detector elements are
the elements with a signal above the threshold, and the points in orange are crosses.
NOTE: The default torus configuration bends the negatively charged particles inward.
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2.1. Event Reconstruction

Before the event reconstruction process in the Forward Detector is described, the
coordinate systems used in the calculations must be defined. The CLAS12 Lab coor-
dinates are defined as follows: the z-axis coincides with the beam axis and the y-axis
points vertically upwards, while the origin is at the center of the target (Figure 2.1).
The Drift Chamber plates and the detection layers of the FTOF and the calorimeters
are inclined 25◦ with respect to the beam axis, as seen in Figure 2.1. If a Cartesian
coordinate system is defined such that one axis is rotated 25◦ with respect to the lab
z-axis, the trapezoidal detection planes of the three detectors will be perpendicular to
this axis (this rotated z-axis is marked as z′ in Figure 2.1). Their detection layers will
thus all be at fixed values of the z-coordinate in this Tilted Sector Coordinate System
(TSCS), which simplifies the calculations in the track reconstruction process. The
TSCS is restricted to one detection sector, a schematic showing how the detection
sectors of CLAS12 are defined is provided in Figure 2.2.

Figure 2.2: A view of the detection sectors of CLAS12, with the global phi coordinate’s
zero, −30, and 30 degree points highlighted. Also shown in this picture are the axes
of the Lab Cartesian coordinates.

To go from lab coordinates to the TSCS, the three axes are rotated as follows (s
denotes the sector):

xTSCS = xLab∗cos(25◦)∗cos[(s−1)∗60◦]+yLab∗cos(25◦)∗sin[(s−1)∗60◦]−zLab∗sin(25◦)

yTSCS = yLab ∗ cos[(s− 1) ∗ 60◦]− xLab ∗ sin[(s− 1) ∗ 60◦]

zTSCS = xLab∗sin(25◦)∗cos[(s−1)∗60◦]+yLab∗sin(25◦)∗sin[(s−1)∗60◦]+zLab∗cos(25◦)
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2.1. Event Reconstruction

2.1.2 Forward Tracking

A charged particle travelling through the Drift Chambers (DCs) ionizes the electrons
of the active medium along its trajectory. The ionized electrons drift towards the
sense wires as they are accelerated by an electric field [33]. The current pulse due to
the charges arriving at the wires is measured along with the time at which the ionized
electrons arrived [25]. Track reconstruction happens in two stages, the first being
”Hit-Based” Tracking (HBT). Only the location of the cells is used in HBT, time
measurements are incorporated in the second stage of tracking. Cells with signals are
identified first and are saved as ”hit” objects. This is followed by a search for clusters,
localised groups of hits within a superlayer. The clusters that are track candidates
are then fitted with linear functions. The parameters of two fits applied to clusters
in neighbouring superlayers in a region are combined to form a 6-dimensional object
at the midpoint between the superlayers. These objects are called crosses, and they
are shown in orange between superlayers in Figure 2.1. A parabolic function is then
fitted to the crosses as a first track estimate [34]. The θ angle of the first and third
cross and the path length between the crosses is then inserted for the radius (dr = dl

dθ
,

formula for the arc of a circle) in the expression equating the Lorentz and centripetal
force to compute the ratio q

p
, where q is the charge and p the momentum magnitude

of the particle:
q

p
=

θ3 − θ1
ν
∫
Bdl

(2.1)

We assume ν ≈ c. The position and the momentum components of the particle at the
first DC layer are obtained from the crosses. The track is then fitted with a Kalman
Filter, a recursive algorithm used in statistics for evaluating variables from a series of
measurements observed at different times, or in this case at a different z-coordinate
[35]. The algorithm consists of two stages, prediction and update: the measurement
at the next site is first predicted with numerical methods. The actual measurement
is then corrected by taking into account the trend of the previous measurements and
their uncertainties [35]. The algorithm uses 5 parameters evaluated at the first DC
layer as input: x, y, tx, ty and Q, where tx = px

pz
, ty = py

pz
, Q = q

p
. These parameters

will be referred to as a state vector. Each measurement site is at a fixed z-coordinate in
the TSCS, so the state vector parameters are expressed as derivatives with respect to
z [34]. Fourth-order Runge-Kutta integration with fifth-order corrections for step size
control is used to propagate the state vector and its derivatives from one measurement
site to the next in the prediction step. This numerical method solves initial value
problems by evaluating expressions at four increments between the two measurement
sites [36]. The results are then combined in a weighted average to produce the final
estimate of the variable at the end of the interval [36]. The step size control algorithm
will be described in Section 2.4 as it is used to compute the reconstruction resolutions.
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2.1. Event Reconstruction

Figure 2.3: A 2D representation of a layer of cells in the Drift Chambers. The
reconstructed particle track is represented by the line in the image. The red hexagons
represent the wire cells with an electrical signal, and the yellow circles show the
estimate of the distance of closest approach computed from the time of arrival of the
signal on the wires.

The propagation of a particle trajectory through a magnetic field with numerical
methods will be referred to as ”swimming” from here on. A second Runge-Kutta
method is employed simultaneously to swim the state vector covariance matrix. This
matrix contains the uncertainties in the measurements and their correlations. To
clarify, the matrix fk−1 propagates the state vector ak−1 from site k − 1 to site k in
the prediction step, the terms of this matrix are obtained with Runge-Kutta methods.
The propagator matrix of the covariance matrix is then calculated as [37]:

Fk−1 =
∂fk−1
∂ak−1

(2.2)

The matrix also contains a process noise term which takes into account multiple scat-
tering through the DC volume [34][38]. After the swimming of the state vector and
the covariance matrix, the prediction is mapped onto a measurement. The weight of
the measurement compared to the prediction is estimated with the Kalman gain, a
term obtained from the covariance matrix [35]. The optimal measurement at each site
is obtained by minimizing the increase in the χ2 quantity, which is an estimate of the
quality of the fit [37]. Once the Filter fits the trajectory through all three DC regions,
the trajectory is fitted backwards using the information from all measurement sites.
More information on how the terms of the different matrices and χ2 are obtained can
be found in a HERA-B note on the Kalman Filter as forward tracking in CLAS12
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2.2. The CLAS12 Software Structure

was modelled after the HERA-B tracking software [39]. Once the trajectory is recon-
structed in the DCs, the particle is swum to the interaction vertex, the location of
closest approach to the target. The swimming is repeated, this time from the vertex,
to compute the track location at the surface of each of the remaining subsystems of
CLAS12. The DC fitting is then redone with time-based information: the arrival of
ionized electrons on the wires is measured with Time-to-Digital Converters (TDCs)
with a resolution of σt < 1 ns [25]. If the event start time is known, the drift time of
ionized electrons can be computed. The drift time can be converted into a Distance
Of Closest Approach (DOCA) of the beam particle to the wire using a fourth-order
time-to-distance polynomial function [34]. See Section 8.1 in [25] for a description of
the calibration procedure for this polynomial. The DOCA at each cell is used to form
a circle around the wire, as seen in Figure 2.3. These circles are then used in the
second iteration of the Kalman Filter to further constrain the trajectory.
The Event Builder is the last service employed in reconstruction. It matches hits
from different detectors to the trajectory that was formed in the DCs and swum to
the remainder of CLAS12. The rejection criteria is a fixed distance between the hit
cluster in the detector and the reconstructed trajectory that was swum to that de-
tector. Time-based reconstruction proceeds after the process of hit matching. The
Event Builder also identifies the species of particles. Details on how the Event Builder
identifies particles, how it organizes responses from detector subsystems and saves the
results of the physics analysis in data structures can be found at the following link:
https://clasweb.jlab.org/wiki/index.php/CLAS12_EventBuilder.

2.2 The CLAS12 Software Structure

The CLAS Offline Analysis Tools (COATJAVA) is the collection of software tools
used by researchers in Hall B to simulate, reconstruct and analyze event data. The
tools consist of many software packages, the ones used in this study will be described
in short. The software services that process raw detector signals and produce re-
constructed trajectories are contained within the hall reconstruction framework, the
CLAS Analysis and Reconstruction Architecture (CLARA). The software handles
over a hundred thousand readout channels of the CLAS12 detector, and it achieves a
live time of above 95% (time during which the detector records data) [40]. CLARA is
based on a service oriented architecture: many smaller services reconstruct individual
signals, application controller agents orchestrate the processed information and per-
form physics data analysis, and additional agents oversee the reconstructed event data
in real time and ensure the functionality of parallel event reconstruction on multiple
nodes [40]. Once the reconstruction of a set of events is completed, CLARA produces
a High Performance Output (HIPO) file that contains the reconstructed events. One
reconstructed event consists of many data banks: some banks contain reconstructed

11
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information from one of the detectors (times, energies, etc.) and some contain general
event information that’s computed by the Event Builder. For example, the banks
produced by the Event Builder can contain the positions and momenta of the beam
at the interaction vertex, the event start time, the quality of particle identification,
the trajectory coordinates at each detector surface and more. If the events were simu-
lated with the Hall simulation software, the reconstructed event will also contain data
banks that hold the simulation input parameters and banks that hold simulated raw
detector outputs. The Geant4 Monte Carlo software (GEMC) is the Hall simulation
software [41]. It utilizes Geant4, a software platform that simulates the passage of
particles through detector materials [42]. The positions and momenta of particles at
the interaction vertex are the input for the software at the start of the simulation. Ex-
ternal event generators that employ theoretical models of the scattering can be used
to obtain the inputs. The GEMC internal event generator was used to create events
during the course of this study. To utilize the internal generator, the initial condi-
tions of the scattered beam need to be defined in a text file: the number of events,
the particle species, the range of the z-coordinate at the interaction vertex (target
size), the angles and momenta at which the particles scatter from the target, and
the detector configuration to use. The internal event generator randomizes the initial
positions and momenta of the scattered particles within the constraints of this text
file. GEMC then creates Geant4 detector objects using simulation parameters such as
the detector geometries (placement of the detector in the CLAS12 coordinate system
and the hierarchy of its elements), digitization constants, mirror surfaces and electro-
magnetic fields. These parameters are stored in external databases as tables and text
files. The particles are transported from the interaction vertex through CLAS12 with
a ”truth information” bank that contains the kinematic information of the particle
[41]. After the particle was propagated through one interval with numerical methods
in the navigation step, digitazion routines calculate energy losses at appropriate loca-
tions within the detector volume and approximate detector responses with Gaussian
or Landau distributions [41]. The software collects the raw output produced by the
detectors in a single file which is then passed to the reconstruction framework. The
Calibration Constants Database (CCDB) is a package that contains all the calibration
constants of the detectors and maps of the entire CLAS12 spectrometer that are used
in simulation and reconstruction [34]. The swimmer package ”swims” particles in
magnetic fields using the aforementioned Runge-Kutta methods. The method used to
evaluate the reconstruction resolutions is based on the swimming of particles through
CLAS12. The numerical methods that were used throughout this study differ from
the methods used in the Kalman Filter in DC reconstruction. These methods will be
described in detail in Section 2.4. The swimmer package utilizes the magnetic field
package to obtain the values of the magnetic field at points in space. This package
is also used in reconstruction to compute path integrals through the DCs (equation
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2.1). The package creates binary field maps from software models of the torus and
solenoid [20]. Event data is plotted with GROOT. This software package allows the
plotting and fitting of histograms with scripts written in Java and with graphical
interface tools. The former method will be used to plot the results obtained in this
study. Finally, the CLAS Event Display (CED) is an application that displays events
in the CLAS12 detector. The application can display reconstructed tracks, detector
elements with signals above the thresholds, and the magnetic fields [34].

2.3 Overview of the Method

This project aimed to obtain the resolution of the CLAS12 reconstruction software
from simulated events and to study how the resolutions change when beam condi-
tions such as the particle energy and species are varied. The events used in the anal-
ysis are created with the aforementioned simulation software GEMC. The CLARA
framework was used to reconstruct the events. The software tools that were used
to manipulate the event data and compute the resolutions are all contained within
COATJAVA. The COATJAVA code repository can be found at the following link:
https://github.com/JeffersonLab/clas12-offline-software. The versions of
the software changed throughout the course of this study, the most recent version
that was used to compute the results was version 6.5.9. As mentioned before, the
reconstructed event file consists of many data banks for each event. Two data banks
containing the positions and momentum components of beam particles at the inter-
action vertex hold the relevant information for this study.

1. One bank contains the state vector, the position and components of momenta in
Lab coordinates, of the beam particle at the vertex as created by GEMC’s event
generator. This is the starting point from where GEMC simulates the passage
of the particle through CLAS12. This will be referred to as the generated or
simulated vertex.

2. The second bank also contains the vertex state vector, but this state vector was
obtained with the event reconstruction software: the raw Drift Chamber hits
were processed and the trajectory was swum to the interaction vertex. This will
be referred to as the reconstructed vertex.

3. The two vertex state vectors are then used as the starting positions and momen-
tum components for the particle swimmer: one track will be propagated through
CLAS12 to mimic the simulated track, the other will mimic the reconstructed
track.
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2.3. Overview of the Method

4. The two particles are swum with Runge-Kutta methods through CLAS12 until
the surface of a detector is reached (referred to as an endpoint), where the
swimmer returns the state vectors.

5. The differences in position, angles and impact parameter between the two tracks
at the endpoints are computed and plotted in histograms with GROOT as ∆ =
reconstructed− generated.

6. The histograms of differences in observables are fitted with Gaussian functions
and the standard deviations of the fit functions are the reconstruction resolu-
tions.

In this case the impact parameter is the distance between the two tracks on the surface
of the detector. The generated vertex state vectors are the only track parameters pro-
duced in simulation that are present in the reconstructed event file. By propagating
particles from a position generated in simulation and a position obtained from recon-
struction, the swimmer algorithm allows us to recreate simulated and reconstructed
tracks and thus obtain the resolution of the reconstruction software at various po-
sitions within the CLAS12 detector. The reconstruction resolutions are obtained as

Figure 2.4: Histograms showing the differences between the reconstructed track and
the swum particle tracks in cm, differences are computed as ∆ = reconstructed −
swum. The swum tracks in the top row use the reconstructed vertices as input,
bottom row uses generated vertices.

the standard deviations of the fit functions because the histograms show differences
between the simulated and reconstructed tracks: the standard deviation of one his-
togram represents the amount of dispersion of the histogram, and hence the amount
of dispersion between the simulated and reconstructed tracks. A measure of error in
our estimate of the resolution is given by the uncertainty in the standard deviation:

δσ =
σ√

2N − 2
(2.3)
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N denotes the number of events, and σ is the resolution. All histograms were plotted
with a fixed bin size, the range of the data spanned from -2.5 cm to 2.5 cm (−2.5◦ to
2.5◦ for the differences in angles) and the default number of bins was set to 800. A
smaller bin size than this does not improve the accuracy of results, which is why this
size was chosen.
Before results are gathered for different event files, the tracks obtained by swimming
particles had to be compared to the reconstructed event trajectories. As mentioned
before, the reconstructed event file contains a data bank that has the coordinates of
the reconstructed trajectory at the surfaces of the detectors in the forward region.
The swum tracks were compared to this trajectory at the first DC superlayer and
the results of this comparison are seen in Figure 2.4. The histograms show that
the differences between the tracks propagated by swimming and the reconstructed
trajectory are around a few centimetres at the first region of the Drift Chambers,
which is at a distance of ≈ 2.5 m from the origin. The positive tails and a non-zero
y-mean are present because the swimmer does not simulate the energy losses due to
interactions with detector volumes. To conclude, the swum trajectories resemble the
original event trajectories enough for our resolution measurements to be valid.

2.4 The Details of the Swimmer Software Package

Two different swimmer methods were used to swim particles to the HTCC, the Drift
Chambers, the FTOF system, and the inner EC. In addition to the starting positions
and momentum components, the magnetic field files and the endpoint location are
also inputted at the start of swimming. The exact positions where the state vectors
of the two tracks are compared can be seen in the table below.

Swimmer endpoints

HTCC: 175cm from the origin
DC superlayer 1 (R1), 6th layer, z′ = 235.072 cm
DC superlayer 2 (R1), 6th layer, z′ = 246.006 cm
DC superlayer 3 (R2), 6th layer, z′ = 363.1623 cm

DC superlayer 5 (R3) 6th layer, z′ = 506.05 cm
FTOF panel 1a, z′ = 684.81 cm

inner EC, 4th layer, z′ = 734.85 cm

The locations of the endpoints of swimming. The letter R denotes the DC region to
which the particles are swum to. The 6th wire layer is the last layer in each

superlayer. The z′ distances shown here are the z-coordinates of the endpoints in the
TSCS.

The magnetic fields are loaded with text files, the maps contain the values of the
fields in one half sector to reduce the time it takes to swim events. This neglects
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2.4. The Details of the Swimmer Software Package

possible field imperfections in some areas of the CLAS12 detector, but the effect of
these imperfections is small and the loading of the full magnetic field file to swim each
particle would be too time-consuming. The probe object of the magnetic field package
is also utilized: this object caches nearest neighbour values within a grid cell when
loading in the magnetic field at a point, thereby further reducing the time of swimming
[34]. The numerical methods used in this study differ from the methods used in

Figure 2.5: A histogram of path lengths of particles swum to the HTCC when an
adaptive step size swimmer method is used. The adaptive step algorithm forces a
big step size for the final step due to the low field value: the wide distribution of
the endpoints extends up to 190 cm, which is 15 cm above the defined path length
threshold.

reconstruction: the derivatives are evaluated with respect to the path length, not the
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z-coordinate. The Ordinary Differential Equations that are numerically integrated
by the swimmer are obtained from the Lorentz force equations by expressing the
velocity as a derivative of the path length. These expressions are then evaluated
with fourth-order Runge-Kutta methods with fifth-order corrections, but this time
the state vector has six components (x, y, z, px

p
, py
p
, pz
p

). The fifth-order corrections
allow for the use of an adaptive step size in the integration. An adaptive step size
algorithm wants to implement the largest possible step size for which the solution
to the equations is within the desired accuracy in order to improve the speed and
efficiency of the code [36]. The error estimate is calculated as the difference between
the results obtained by a fifth-order classical Runge-Kutta formula and the embedded
fourth-order Runge-Kutta formula as described in section 16.2 in [36]. The error
tolerance is fixed as 10−5, this is an absolute difference in units of meters for the
spatial components and unitless for the fractional momentum components of the state
vector. In areas of weak field, the change in the elements of the state vector is
small and therefore a bigger step size can be taken as the truncation errors won’t
increase significantly [36]. When particles were swum to the HTCC with adaptive
step size methods, the resolutions were larger than the ones obtained with fixed step
size methods. The adaptive step size algorithm produced better results at other
detectors, so this abnormality was investigated. The HTCC is placed in an area
where the magnetic field is very weak, B ≈ 10−3 T - 10−4 T (values obtained with
CED, the field at any point can be computed in the application by simply placing the
cursor on the point of interest). The detector surface is defined as being at a fixed
radial distance from the target, at 175 cm. Figure 2.5 shows the path length of tracks
swum to the HTCC with adaptive step size methods, 1000 electrons were swum. As
the magnetic field is weak, this causes a large final step of around 15 cm (peak at 190
cm in the figure). This causes the observed increase in the resolutions compared to the
fixed step size methods. The swimmer to the HTCC employs a fixed step size of 10−4

meters as smaller steps than this do not improve the accuracy and larger steps result
in greater truncation errors. The method that swims particles to the DCs, the FTOF
and the calorimeter uses an adaptive step size, and the endpoints of swimming are
defined differently. All three detectors are shaped as trapezoidal planes with a polar
inclination of 25◦ with respect to the beam axis. Therefore, the numerical integration
proceeds in the aforementioned Tilted Sector Coordinate System (TSCS). The planes
of the detection layers are defined only with their z-coordinate in this frame as this
axis is perpendicular to the detection layers of all three detectors. The z-coordinate
of endpoints is obtained by constructing Geant4Factory objects in the tilted frame.
These software objects place the detectors and all their individual sub-components in a
given coordinate system in simulation by interfacing with the Calibration Constants
Database [41]. The FTOF and the EC are also in a region of a weak magnetic
field, but the adaptive step size method was optimized for swimming to a fixed z-
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coordinate in the TSCS. An accuracy parameter for the endpoint z-coordinate exists,
this parameter defines how accurately the swimmer will stop at the endpoint. A z-
coordinate accuracy of 10−5 m was used throughout this study. This feature is not
available for the method that swims in Lab coordinates that is used to obtain results at
the HTCC (numerical integration proceeds in the TSCS in reconstruction, therefore
these swimmer methods are more developed and have more features). The vertex
state vectors and the magnetic fields need to be rotated to the TSCS before they’re
inputted into the methods that swim in this frame. Once the tracks are swum, the
endpoint state vectors need to be rotated back to the lab frame before the resolutions
are computed. The only exception to this is the impact parameter, as this quantity
represents the physical distance between the two points on the detector plane when
computed in the local frame of analysis. The quantity is computed as b =

√
x2 + y2

in the TSCS, and its computed as b =
√
x2 + y2 + z2 in the Lab coordinates at the

HTCC.

2.5 Identifying the Cause of Systematic Errors

Figure 2.6: The histograms of differences in endpoint x, y, and z positions for electrons
(top row) and muons (bottom row). The red line represents the Gaussian fits to the
data. The circled areas show the negative tail on the x axis and positive tail on the
y axis that’s present for electrons, but not present for muons.

The first event file that was created to test the swimmer algorithms consisted of
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10 000 monoenergetic beam electrons at 6 GeV scattered throughout sector 1 of the
active detection area, −30◦ < φ < 30◦, spread through the full range of polar angle
of the Forward Detector, 5◦ < θ < 35◦ (35◦ < θ < 40◦ region was not included as the
performance of the detector drops off at the edge of the forward region). The target
size was 5 cm, so the particles had a vertex z-coordinate in the range of−2.5 < z < 2.5.
This angular range and target size will be the standard values that will be used
for all event files unless specified otherwise. The two sets of vertex positions and
momenta present for each event (simulated and reconstructed) were used as input for
the algorithm that swims to the HTCC. The resulting differences in position of the
two tracks at the HTCC are seen in the top row of Figure 2.6. The bottom row of
this figure uses a different event file and those results will be discussed later on in this
paragraph. The histograms of differences in the x, y and z-coordinate are centered
around zero and have widths that were expected, but the plots have one unexpected
feature, the one-sided tails. The tails make the distributions asymmetric. The fitting
algorithm struggles to fit symmetric Gaussian functions on these distributions so the
source of these tails needs to be identified and understood. The first check that

Figure 2.7: The histograms of differences in vertex x, y, and z positions are shown in
the top row, while the histograms of differences in momenta at the vertex are shown
in the bottom row. There is a significant tail that’s seen on the plots of x and z
momenta.

was conducted was the plotting of vertex distributions. To clarify, the distributions
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2.5. Identifying the Cause of Systematic Errors

of differences in position and momentum of the two tracks at the starting point of
swimming, the vertex, could be asymmetric, which would cause asymmetries in the
results at the HTCC. The differences in position and components of momenta of
the two tracks at their starting points are shown in Figure 2.7. The histograms of
differences in position seem symmetric, but the momentum distributions in the bottom
row have significant tails that match the tails seen in the histograms of differences in
position at the HTCC. Therefore, the inaccurate estimate of the vertex momentum in
reconstruction causes the tails seen in our histograms of differences in observables at
the HTCC. The vertex momentum is estimated in reconstruction from the amount of
track curvature in the DCs (equation 2.1): this determines the momentum magnitude,
and the momentum components at the vertex are obtained from the swimming and
fitting of the track to the vertex. The inaccuracy in estimating the vertex momentum
in reconstruction could be explained with the effect of synchrotron radiation: as
an electron enters the torus field in the DCs, the bending of the trajectory causes a
change in the electron velocity. The change in velocity causes an emission of radiation
[43]. The emission of radiation decreases the electron momentum. This decrease in
momentum causes an increase in the amount of bending of the track in the magnetic
field. If this momentum loss is not taken into account, the reconstruction software will
estimate a lower momentum magnitude due to the observed additional bending in the
DCs (equation 2.1). The momentum differences are computed as ∆ = reconstructed−
generated, so the negative momentum tails on the x and z axis support this hypothesis
as the emission of radiation is along the direction of motion, and the track bends in
the xz-plane. An expression for the power radiated by a relativistic electron due to
synchrotron radiation can be obtained from the classical expression: P = 2

3
e2

m2c3
(dp
dt

)2.
The first step is to replace the time derivative in the expression with the derivative of
proper time [43]. The squared momentum derivative with proper time is then replaced
with an invariant expression as in [43]. The energy change with time is then dropped
from the equation as it is negligible compared to the momentum change for a particle
with centripetal acceleration [43]. The power emitted due to the radiation is then
[43]:

P =
2

3
ω0
e2

R
β3(

E

mc2
)4 (2.4)

A definitive test was devised to check if the radiation is the cause of inaccuracies.
Equation 2.4 tells us that the power radiated by a particle depends inversely on the
fourth power of the mass of the particle. If events are created in GEMC with beam
particles that have the same amount of energy (6 GeV) but have much greater mass,
the amount of power radiated will be negligible and the tails will disappear. The β3

dependence is not important as β > 0.99 for all lighter particles at E = 6 GeV. 10 000
events with a negative muon beam were created with GEMC for this purpose. The
energy (6 GeV), angular range (sector 1, forward angles) and target size matched the
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2.6. Histogram Fitting

Figure 2.8: The histograms of differences in vertex x, y, and z positions (top row)
and momenta (bottom row) for muons of same energy as the previously observed
electrons, 6 GeV. The red line represents the Gaussian fits to the data. The tails that
were present in the histograms of momentum differences of electrons do not appear
in the muon plots.

electron beam events. If mµ = 105.658MeV/c2, the power radiated by synchrotron
radiation compared to electrons (me = 0.511MeV/c2) of the same energy will be:

Pmu
Pe

= (
mµ

me

)−4 = (
105.658

0.511
)−4 = 5.47 ∗ 10−10 (2.5)

Consequently, there will be no momentum tails at the vertex. This is exactly what is
observed in Figure 2.8, which shows differences in vertex positions and momenta for
the muon event file. When the muons are swum to the HTCC, the distributions of
differences in position do not feature tails, as seen in the bottom row of Figure 2.6.

2.6 Histogram Fitting

The fitting algorithm uses the method of least squares to fit the endpoint distributions
[44]. Initial estimates of the amplitude, mean, and width of the Gaussian function
are inputted by the user, after which the algorithm finds the values of the variables
for which the reduced χ2 is minimised [45]. The algorithm struggled to fit Gaussian
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functions on the histograms of differences at the endpoints due to the asymmetric tails
of the distributions. All fits had a reduced chi-squared that was larger than three,
which indicated that the computed standard deviations were inaccurate estimates
of the widths of the distributions. In order to improve the estimation of σ, the

Figure 2.9: The differences in position of the two swum tracks at the first DC super-
layer. The fits in green are the fits to the full range of the distribution, while the fits
in red are the corrected central peak fits.

histograms were fitted with multiple Gaussian functions and the standard deviations
were combined to produce an effective value. The first function fitted the data in its
full range, the tails of the distribution extended up to ±2.5 cm. The second fit was
applied to the central peak of the distributions. The limits of this peak are defined
by the statistical estimates of the previous fit: µ1± 1.5σ1. The full range fit does not
have correct mean estimates, µ1, due to the asymmetric tails of the distributions: this
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will set incorrect limits for the central peak fit. The central peak fit was therefore
applied twice: this fit has a correct mean estimate as it is not affected by the tails,
so the second iteration of the central peak fit will have correct limits. The width of

Figure 2.10: The phi resolution in degrees against the distance along the z-axis in cm
of the endpoints in the Tilted Coordinate System (TSCS). The endpoints are given
in Table 2.4, but the HTCC resolutions are omitted in this plot. In blue are the
resolutions obtained from the entire data set, the resolutions estimated with central
peak fits are orange. The green points represent the combined, effective resolutions.

the first (subscript 1) and final fit functions (3) were combined to obtain the effective
moments as described in Section 3 in [46]:

m1 =
A1

A3A1

µ1 +
A3

A3A1

µ3 (2.6)

m2 =
A1

A3A1

(µ2
1 + σ2

1) +
A3

A3A1

(µ2
3 + σ2

3) (2.7)

The effective width of the histograms, and hence the effective resolution is then [46]:

σeff = m2 −m2
1 (2.8)
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Figures 2.9 and 2.10 both use the same event file that was used to obtain results at
the HTCC in the previous section, 10 000 beam electrons at 6 GeV were swum. The
full range and the corrected central peak fit are shown in Figure 2.9, which displays
differences in position coordinates of the two tracks at the first DC superlayer. An
example on how this fitting effects results is shown in Figure 2.10, the phi resolutions
obtained from the full range fit, the corrected central peak fit and the combined fit at
each endpoint are shown. The resolutions are shown against the z-axis distance (in
cm) to each endpoint in the TSCS as this is the simplest way to display the spatial
dependence of the resolutions. The points shown are at DC superlayer 1, 2, 3, and 5,
the FTOF and the inner EC. The HTCC resolutions are omitted because of the use of
a different swimmer method that swims in Lab coordinates. The results at the HTCC
are displayed in the Appendix (see table B.1). This method of displaying resolutions
against the endpoint z-coordinate in the TSCS while omitting the resolutions at the
HTCC will be the standard method of presenting results in this paper. The resolutions
are expected to increase linearly with the endpoint distance along the tilted z-axis. As
seen in the Figure, this is not the case for the phi resolutions. The solenoid increases
the phi angle close to the vertex. The two tracks have a slightly different x and y-
momentum at the vertex so when the solenoid curves the tracks and increases the phi
angles, the two tracks diverge. This results in high resolutions in the first DC region
(first two points in Figure 2.10). The particles enter the torus field in the second
region of the Drift Chambers (third point in Figure 2.10). When they enter the torus,
the tracks bend in polar angle, while the azimuthal angle remains almost unchanged:
this causes the observed dip in the phi resolution in the second DC region. After
exiting the torus field the particles travel in straight lines, which causes a linear rise
in the phi resolution for the final three points on the plot.
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Chapter 3

Validation & Results

3.1 Validating the Method

3.1.1 Sector Analysis

The effective widths produced by fitting multiple Gaussian functions on histograms
had to be tested for how well they represent the resolutions of the reconstruction
software. 10 000 events of a 6 GeV e− beam were created for this purpose in each of
the six detection sectors of the CLAS12 detector. The events were spread throughout
the azimuthal angle of the associated sector (e.g. sector 2: 30◦ < φ < 90◦, sector
3: 90◦ < φ < 150◦ etc.), and the particles were again sprayed at forward angles,
5◦ < θ < 35◦. The detector components are identical in each sector, so the effective
standard deviations at each endpoint should be approximately equal if they represent
the resolutions of observables. The results of swimming particles in different detection
sectors are seen in figures 3.1 and 3.2, where the differences in endpoint phi and theta
angles in degrees are plotted against the distance along the z-axis to the endpoints
in the TSCS. The plots of resolutions of the remaining observables can be found
in Appendix B.3. In order to quantify the discrepancy in the resolutions at each
endpoint, the reduced chi-squared quantity was computed for the six data sets. It
was calculated at each endpoint with the following formula [44]:

χ2 =
N=6∑

i=1

(
xi − µ
σi

)2
1

N − 1
(3.1)

The xi and σi symbols denote the individual resolutions and their associated errors, µ
denotes the mean of the six measurements at that endpoint, and N is the number of
measurements being compared. The reduced chi-squared value of the phi and theta
resolutions at each endpoint are shown in the tables below.
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Figure 3.1: The phi angle resolution at the endpoints computed for the six sector
event files. The resolutions are plotted against the z-axis distance to the endpoints in
the tilted frame. The HTCC resolutions are omitted.

endpoint location χ2

DC superlayer 1 1.17111
DC superlayer 2 1.5101
DC superlayer 3 1.6384
DC superlayer 5 1.15356
FTOF panel 1a 1.84333
ECal inner 4th 2.4695

Chi-squared values of the phi resolution at the 6 endpoints for the six sector data
sets.
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Figure 3.2: The resolution of the theta angle plotted against the z-axis distance to
the endpoints in the tilted frame, the six sector data sets are marked as seen in the
legend.

endpoint location χ2

DC superlayer 1 1.63529
DC superlayer 2 1.59259
DC superlayer 3 1.94385
DC superlayer 5 3.03924
FTOF panel 1a 2.89905
ECal inner 4th 2.73739

Chi-squared values of the theta resolution at the 6 endpoints for the six sector data
sets.

The reduced chi-squared values obtained above reveal that there are small discrep-
ancies between the resolutions in each sector. The spread in the vertex polar angle
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of each event file causes the observed discrepancies because the resolutions change
with the track polar angle. The torus field strength drops off towards the edges of the
forward region. This decreases the amount of track curvature and hence increases the
momentum resolution (see plots of the momentum resolution as a function of polar
angle in [34]). The obtained reduced chi-squared values are therefore satisfactory,
small discrepancies such as the ones seen above are caused by the angular spread in
the data. The widths of histograms computed by combining two Gaussian functions
are an accurate representation of the reconstruction resolutions, and the resolutions
show no sector dependence. Real data has higher discrepancies between sectors due
to imperfections in the magnetic field: the half-sector magnetic field files were used
in the analysis so our data does not show the effect of these imperfections.

3.1.2 Comparing Resolutions to EC Residuals

In order to further validate our results, electromagnetic calorimeter residuals were
computed for ten thousand 6 GeV electron events. The EC residuals are the differ-
ences between the hit position evaluated by the calorimeter and the coordinates of
the reconstructed trajectory at the EC. The residuals should be similar to the recon-
struction resolutions as they also represent how accurately the reconstruction software
evaluated the trajectory at the EC. Each event has a data bank that contains the hit
coordinates evaluated by the calorimeter and the coordinates of the trajectory at the
EC. The residuals of the x, y and z-coordinate at the inner EC for the 10 000 events
were computed and plotted in histograms. The exact layer where the residuals are
obtained changes as the z-coordinate of clusters is determined from the layer with the
maximum energy deposition [34]. These histograms are seen in Figure 3.3. The widths

Figure 3.3: A plot of the EC x, y, and z-residuals for a 6 GeV e− beam.

of these histograms are slightly larger than the spatial resolutions obtained at the EC
in this study. The EC residuals are: σx = 0.855cm, σy = 0.877cm, σz = 0.418cm,
while the resolutions of the reconstruction software at the EC for the same event file
are: σx = 0.786± 0.007cm, σy = 0.548± 0.005cm, σz = 0.393± 0.003cm. The resolu-
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tions obtained by fitting histograms produce results that are very similar in size to the
detector residuals, which further validated our method. The negative tails in the x
and z-residuals look similar to the tails seen in histograms of differences in observables
obtained in this study. This indicates that the momentum inaccuracies in forward
tracking due to synchrotron radiation also affect the process of hit matching when
the tracks are swum from the DCs to the other detectors. Therefore, the obtained
reconstruction resolutions could also be used to check and validate the criteria for
matching the DC track to hits in other detectors.

3.2 Varying the Beam Species and Energy

Figure 3.4: The z-resolution plotted against the z-axis distance to the endpoints in
the tilted frame. The blue points represent electrons, the yellow points muons, while
the green points represent pions.

In order to track how the resolutions vary for different particle species, 10 000
events with a 6 GeV π− beam were created. The events were reconstructed, the two
tracks were swum for each event and the resolutions were obtained. The resolutions
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were plotted against the z-axis distance to the endpoints and compared to the afore-
mentioned electron and muon resolutions. The results are shown in Figure 3.4 and
in Appendix B.4. The pion and muon events have lower resolutions because they

Figure 3.5: The histograms of vertex differences in the x, y, and z position and the
momentum components for a 3 GeV beam are shown in the upper two rows, while
the same histograms for a 9 GeV beam are shown in the two rows at the bottom.

are particles of higher mass that are therefore less affected by synchrotron radiation
(equation 2.4). This comparison revealed that the radiation has a significant effect
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on the resolution calculations, a 10 − 20% increase is seen in the resolutions of all
observables when the beam particles are electrons. The next point of interest in our
study was the dependence of the resolutions on particle energy. 10 000 electron events
were created in 1.5GeV increments for this purpose, with the lowest energy electrons
having E = 3GeV. A minimum in the momentum resolution of the CLAS12 detector
is reached at about 3 GeV/c, the resolution increases for more energetic particles
than this [34]. This is due to the fact that particles with higher momentum are bent
less by the torus and the track curvature resolution increases. The aforementioned
synchrotron radiation will also affect the higher energy electrons more due to the
dependence on the fourth power of particle energy (equation 2.4). Even though the
momentum resolution increases for more energetic particles, they will produce lower,
better resolutions. To understand why this happens, the spatial resolution of the

Figure 3.6: The x-resolution plotted against the z-axis distance to the endpoints in
the tilted frame plotted for 3 GeV, 4.5 GeV, 6 GeV, 7.5 GeV and 9 GeV electron
beams.

Drift Chamber cells and their dependence on particle energy must be considered. On
average, the energy transfer per collision with electrons of the DC medium increases
as the energy of the beam particle increases [33]. The probability of multiple scatter-
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ing of the ionized electrons decreases as the energy of the ionized electrons increases
[33]. Therefore, electrons of the DC medium ionized by higher energy beams are more
energetic and scatter less when travelling towards the anode. The consequence of this
is a smaller uncertainty in determining the Distance of Closest Approach (DOCA)
of the particles to the wire cells, which therefore improves the spatial resolution of
each cell. Figure 3.5 shows how these influences affect the vertex resolutions, the
vertex differences in position and momentum for the 3 GeV and 9 GeV beams are
shown. The momentum estimate is less accurate for a higher energy beam due to the
track curvature resolution and synchrotron radiation: the bottom most row shows
the 9 GeV momentum differences, 3 GeV momentum differences are in the second
row. This is also confirmed by independent measurements, the momentum resolution
increases with beam momentum [34]. The z-coordinate estimate of 9 GeV electrons is
more accurate due to a cleaner signal in the DCs: the 9 GeV spatial differences are in
the third row, 3 GeV spatial differences are in the first row. The results of swimming

Figure 3.7: The z-resolution plotted against the particle energy on the x axis, the left
plot shows how the resolution depends on beam energy in the first DC region, the
right plot shows the same at the calorimeter.

particles with different momenta are seen in Figure 3.6 and in the figures in Appendix
B.5: as expected, the resolutions decrease with increasing beam energy. In Figure 3.7,
the z-coordinate resolution is plotted against the beam energy at two endpoints, the
first DC superlayer and the calorimeter. At the first endpoint, the resolution of the 9
GeV beam is a factor of 3 smaller than the 3 GeV beam resolution, which increases
to a factor of 4 at the calorimeter. The lower energy beams see a steeper increase in
resolution as they travel further away from the target.
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3.3 Resolutions for Different Detector and Magnet

Configurations

The capabilities of the subsystems of CLAS12 change with the age of the compo-
nents and with their placement within the detector array. Engineering surveys are
therefore conducted after a large period of down time: the accelerator runs for a few
weeks at a time once or twice a year, so these surveys are conducted before each
experimental run. The detectors are shifted to improve their performance, and those

Figure 3.8: The x-resolution plotted against the z-axis distance to the endpoints in
the tilted frame. The blue points represent events created with the ideal geometry,
the yellow points show events with the Run Group B configuration, while the green
points represent events created with the Run Group A configuration.

shifts in detector positions are stored as differences compared to the ideal values. Any
changes in detector properties such as radiation lengths and light propagation times
are measured by performing calibration runs. These differences compared to the ideal
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3.3. Resolutions for Different Detector and Magnet Configurations

configuration are inputted at the start of simulation and reconstruction with a text
file. The specifics of each detector configuration can be found at the following page:
https://github.com/gemc/clas12Tags/tree/master/4.4.0/config. All the anal-
ysis that was conducted above was done exclusively on events created with the ideal
CLAS12 geometry. Therefore, 10 000 events were created with the Run Group A
(RGA) configuration, and additional 10 000 were created with the Run Group B
(RGB) configuration. These detector setups from 2019 recorded data in a time pe-
riod that was very close to one another, and the two configurations do not differ
in the positions of the detectors. Compared to the ideal geometry, the target and
the Central Detector are shifted 3 cm upstream (beam direction is downstream) and
the HTCC is shifted 2 cm upstream. Additionally, the Forward Tagger, a detector
that detects particles scattering at small polar angles, and the Forward Micromegas
Tracker, a detector that aids in vertex reconstruction, are both turned on [22] [47].
The only difference between the two configurations is the target: the RGA configu-

Figure 3.9: The impact parameter resolution plotted against the z-axis distance to
the endpoints in the tilted frame. The blue points represent events created with the
in-bending torus polarity, while the yellow points represent events created with the
out-bending torus configuration.
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3.4. Resolutions After the GEMC Software Update

ration file specifies liquid hydrogen as the target, while the RGB file has deuterium
as the target. The GEMC internal event generator is used throughout this study to
obtain the vertex positions and momenta of beam particles at the start of simulation,
so the target variation has no effects on the resolutions. The electrons were created
with 6 GeV of energy. Due to the similarities between the two run groups, the res-
olutions should look almost identical. Small discrepancies due to the angular spread
at the vertex should again be seen as in the resolutions in different detection sectors.
Figure 3.8 confirms this, the x-resolutions of the two run group event files are shown
next to events created with the ideal geometry in the figure. The resolutions of other
observables can be found in Appendix B.6. The run group resolutions are lower than
the resolutions of events created with the ideal geometry, which is expected. The re-
searchers used GEMC to improve the performance of the detector by finding the ideal
hardware setup and placement for each run group [41]. The effects of future engi-
neering surveys and new detector configuration files on the accuracy of reconstruction
can thus be studied with the algorithm developed in this study. Results presented in
the paragraphs below will all be created with the default geometry unless specified
otherwise.
Another series of measurements that were conducted studied the resolutions when
the torus field polarity was flipped. Some experiments are conducted with an out-
bending torus magnet for negatively charged particles, which affects the resolutions.
The beam electrons are bent towards the edges of the CLAS12 detector, where the
magnetic field strength decreases and the track curvature resolution (and consequently
the momentum resolution) increases. Therefore, events created with an out-bending
torus configuration should have higher values of resolution. This is exactly what is
observed when events with an out-bending torus are created in GEMC and are swum
to the subsystems of CLAS12: the plot of the impact parameter resolution is seen
in Figure 3.9. The plots of resolutions of the remaining observables can be found in
Appendix B.7. Events mentioned in the paragraphs below will all be created with the
default, in-bending configuration, unless specified otherwise.

3.4 Resolutions After the GEMC Software Update

Versions of GEMC released prior to the summer of 2020 simulated detector responses
that resulted in more accurate results than the experimental data. The discrepancies
between the simulated and real detector responses were identified, and the issues
were resolved in the new version of the software, version 4.4.0. The GEMC code
repository and the summary of changes made to each software version can be found
here: https://github.com/gemc/clas12Tags. The smearing of the Distance Of
Closest Approach (DOCA) of particles to the DC wire cells is the change that had
the most impact on the reconstruction resolutions. When the arrival time of ionized
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3.4. Resolutions After the GEMC Software Update

electrons at the DC wires is measured in an experiment, multiple scattering causes a
broadening of the time signal and a decrease in the measured current pulse [33]. Due to
the width of the Time-to-Digital Converter (TDC) response, there is an uncertainty
in determining the drift time of ionized electrons. Consequently, the Distance Of
Closest Approach (DOCA) of the particle to the wire is smeared. The DOCA circles

Figure 3.10: The residual of DC cells plotted as a function of the Distance Of Closest
Approach (DOCA), the distance obtained from the arrival time measurements at the
wires. The two functions plotted here show this dependence in the first (blue) and
second (orange) superlayer of the Drift Chambers. The parameter of the polynomials
are obtained from the CCDB.

and their uncertainties are the measurements that are fitted by the Kalman Filter in
Time-Based Tracking, so the addition of this smear to the simulated detector outputs
should significantly affect the reconstruction of simulated events. The smear in the
DOCA is implemented by measuring the cell resolution from real data, an event file
from the spring 2019 Run Group A experimental run was used. The closest distance
between the reconstructed trajectory at a cell and the DOCA circle obtained at that
cell from the measured arrival time is the resolution of the cell, which will be referred
to as a residual from here on. The residuals are measured as a function of the DOCA
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of particles since the resolution of cells changes with the closest distance that the beam
particle passed by the anode wire. Figure 3.10 shows the residual dependence on the
DOCA of the beam particle. An increase in the wire cell resolution is seen as the

Figure 3.11: The x-resolution plotted against the endpoint distance along the z axis in
the TSCS. The blue points show the results obtained using an event file created with
the old version of the simulation software, while the yellow points show the resolution
obtained from the event file created with the new version of the simulation software.

DOCA increases. If the ionized electrons have to travel further through the medium
to get to the anode wire, the probability of multiple scattering is greater, and the
uncertainty in the measurement of the exact time of arrival is larger. Additionally,
geometric corrections need to be applied at the cell edges due to their hexagonal
shape: the cells are approximated as spheres in reconstruction calculations, which is
valid throughout the volume of the cell except at the edges [25]. On the other hand,
when the DOCA is very small, the particle will pass through the centre of the cell.
The electrons ionized closer to the centre of the cell will arrive at the anode wire much
quicker than the electrons ionized at the edge of the cell, at the point where the beam
particle entered/exited the cell. This causes a broadening of the time signal and an
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increase in the residual for smaller values of DOCA. The polynomials that were fitted

Figure 3.12: The theta resolution in degrees plotted against the endpoint distance
along the z axis in the tilted coordinate system. The blue points show the results
obtained using an event file created with the old version of the simulation software,
while the yellow points show the resolution obtained from the event file created with
the new version of the simulation software.

to the measured residuals differ for each DC superlayer, as seen in Figure 3.10. This
is due to the fact that the strength of the magnetic field varies in each superlayer.
The magnetic field strength affects the drift velocity of ionized electrons [33], which
in turn affects the cell resolution dependence on the DOCA. The parameters of the
polynomials are stored in Jefferson Lab’s Calibration Constants Database (CCDB).
The DOCA at each cell is what is calculated first in each Geant4 step in the DCs in
simulation, and the obtained distance is smeared with the aforementioned polynomials
[41]. The drift time is then obtained with the inverse of the time-to-distance function
used in reconstruction [41]. The drift time is used to construct a Landau function that
approximates the TDC response [41]. The Landau distribution has a large positive
tail that mimics the tails seen in the TDC response functions that appear due to
multiple scattering. The resulting signals are broader than the previous simulated
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TDC responses produced by older versions of GEMC. CLARA calculates from these
broader time signals the best estimate of the distance of closest approach to the wires,
which results in more realistic data as the uncertainty in the DOCA is now greater.
The exact effect of the software changes on the resolutions can be seen in Figure 3.11.
Much like the x-resolution, the other resolutions saw a 50% increase for event files
created with the new version of GEMC. Figure 3.12 is an example of the change in
angular resolutions, and the remaining plots can be found in Appendix B.2. The
previous plots that were shown in this paper all feature data created with the new
GEMC software, all the analysis was redone after the new version of the software was
released. The increase in the resolution stays around 50% for all events, irrespective
of the beam energy, particle species, etc.
Another feature that was added in the new COATJAVA release along with the new
version of GEMC was the background merger utility. This utility allows the merging

Figure 3.13: The z resolution in cm plotted against the endpoint distance along the
z axis in the tilted coordinate system. The blue data set are simulated RGB events
with no background, while the yellow and green are events with 35nA and 50nA
backgrounds merged prior to reconstruction.

of background events with a simulated event file. The beam operates at a luminosity
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of up to 1035 events/s/cm2, which results in Moller scattering of beam electrons on the
electrons of the target material [19]. The detectors capture these background particles
together with the relevant scattering products in a real experiment. Fast triggers are
necessary to capture the relevant interactions and to reject hits of Moller electrons,
cosmic rays and other background between two events [48]. In order to create files
for the background merger service, data was collected at each detector with random
triggers at different values of the beam current during different experimental runs.
The use of a random trigger results in the capturing of background events that are
usually rejected in-between relevant beam electron scattering events. A file containing
10 000 background events from an RGB experimental run at 35 nA and 50 nA beam
current were merged with an event file. The event file contained 10 000 beam electrons
simulated with the same detector configuration at 6 GeV energy and at the standard
values of the vertex angles and z-coordinate. The merged file was then processed by
the reconstruction software. The particles were swum and the z-resolutions are seen
in Figure 3.13. The resolutions of the remaining observables are found in Appendix
B.8. Due to the greater occupancy of the DCs when background events are merged,
the performance of the pattern recognition and noise removing algorithms worsens,
which increases the resolutions [19]. The amount of background electrons created by
Moller scattering increases with the beam current as more electrons are impinging
on the target material. This results in an increase in the resolution for higher beam
currents. A more detailed discussion on the effects of background on the detector
resolutions can be found in Section 10 in [19]. The increase in the resolutions seen
in Figure 3.13 matches the increase seen in [19]: the z-coordinate increase is 27% for
swum particles at the first DC superlayer for a 50 nA beam, while the increase in the
vertex z-coordinate in [19] is 31% for a 60 nA beam.
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Chapter 4

Discussion & Conclusions

The resolution of the CLAS12 reconstruction software was obtained at the subsystems
of the Forward Detector. The resolutions were obtained by swimming particles from
their generated and reconstructed vertices of interaction. The state vectors of the
two tracks were collected at the following locations: the High Threshold Cherenkov
Counter, the three Drift Chamber regions, the Forward Time-Of-Flight system, and
the electromagnetic calorimeter. The resolution of six observables was obtained for
each set of events: the resolutions of the spatial coordinates and the angles theta and
phi were obtained in the Lab coordinate system, and the impact parameter resolution
was computed in the Tilted Sector Coordinate System. The distributions of differ-
ences in observables at the endpoints were fitted with multiple Gaussian functions
to capture both the central peak and the wide tail of the distributions. The cause
of the tails in endpoint distributions was identified: the effect of synchrotron radia-
tion was unaccounted for during reconstruction, which resulted in underestimations
of particle momentum at the vertex. The method of swimming particles from their
vertices and using multiple functions to fit the distributions of differences was vali-
dated by swimming in different detection sectors of CLAS12. The results were similar
at each endpoint, which validated our method. The reconstruction resolutions were
then compared to the electromagnetic calorimeter residuals: the obtained residuals
were very close in value to the resolutions at the calorimeter, which further validated
our method. The resolutions obtained for different particle species and different beam
energies agree with theoretical predictions. The resolutions improve for particles with
higher mass due to a lesser influence of radiative effects and they improve with in-
creasing beam energy, even though the momentum resolution worsens. When events
are created with different detector configurations and a reversed torus polarity, the
resolutions follow expected trends. There is little variation in the run groups A and B
and the results improve compared to the default geometry. The resolutions increase
for an out-bending field polarity as the magnetic field strength drops off at the edges of
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the forward region and the track curvature resolution increases. Events created with
the new version of GEMC, 4.4.0, see an increase in the resolution due to the more
realistic digitization routines employed in the new version of the simulation software.
Finally, the resolution increases when background events are merged to a simulated
event file, and the size of this increase matches measurements in [19].
The angular resolutions obtained in this study were compared to the resolutions of
the CLAS12 detector seen in Table 2 in the CLAS12 paper [19]. 10 000 6GeV electron
beam events scattered at the standard angles and values of the vertex z-coordinate
were used for the comparison (−30◦ < φ < 30◦, 5◦ < θ < 35◦, −2.5 < z < 2.5).
The phi resolution at the first DC superlayer equals σφ = 0.156◦ = 2.72 ± 0.02mrad
and the theta resolution equals σθ = 0.058◦ = 1.01 ± 0.008mrad, both are within
the constraints given by [19]. If the momentum loss due to synchrotron radiation
is calculated during reconstruction, the resolutions would significantly improve and
would be closer to the values obtained for pions and muons at the same energy
(Figure 3.4). Synchrotron radiation is simulated in Geant4 as described in [49].
The algorithm that simulates the effect of the radiation can be found at the fol-
lowing link: http://hurel.hanyang.ac.kr/Geant4/Doxygen/10.02.p02/html/d3/
d2f/_g4_synchrotron_radiation_8cc_source.html. The Lorentz factor, the mass
of the particle and the cross product of the momentum and the magnetic field strength
are inputted into the GetRandomEnergySR method: this method calculates the
emitted energy of synchrotron radiation for that interval. The irradiated energy is
obtained from the photon spectrum of the radiation [49]:

d2N

dxds
=

√
3α

2π

eB⊥
mc

∫ ∞

x

K5/3(ξ)dξ (4.1)

α denotes the fine structure constant, x is the photon energy expressed in units of the
critical photon energy (the energy above which half the power is radiated), s is the
path length and K5/3 is a modified Bessel function of the third kind. The integral of
this Bessel function is approximated by finding the inverse of the cumulative distribu-
tion of the function: this function is then approximated with Chebyshev polynomials
and multiplied by the critical photon energy to obtain the total irradiated energy
[49]. The direction of the radiation is then evaluated (photons are emitted in a cone
in the direction of motion), and the particle momentum is finally updated [49]. To
implement this method in the reconstruction process, the momentum loss due to the
radiation would need to be computed at every step during the Kalman Filter fitting
process. The greatest challenge in implementing this method is time consumption:
tracking already takes up over 90% of the time it takes to reconstruct events. The
Software Working Group at Hall B is currently focusing their efforts to reduce the
reconstruction time [50], so the implementation of these calculations in the fitting
process is unlikely. An alternative method to correct the momentum estimate could
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be implemented if a study is conducted on the dependence of the radiation on the
vertex angles and energy. To clarify, events could be created at different values of
the vertex angles and energy, for example in five degree angular bins and 0.5 GeV
energy bins. The differences in the simulated and reconstructed vertex momentum
components could then be computed as a function of the vertex track angles and
energy. The vertex angles and energy could then be inputted into this function for a
simple numerical correction to the vertex momentum components. A more accurate
vertex momentum estimate would improve the accuracy of experimental results. For
example, if the accuracy of the vertex electron momentum in the Bonus12 experiment
improves [14], the estimation of the neutron momentum improves, and therefore the
structure function of the neutron is determined more accurately.

The method outlined in this study can be used in the future to test the effect of

Figure 4.1: Figure 4.1: A plot of the tx = px
pz

resolution against the tx of the track that
was swum from the reconstructed vertex to the first wire layer in the first superlayer
of the Drift Chambers.

adding new elements to the reconstruction chain. The results can also be used as
benchmark values when engineering surveys are conducted and individual subsystems
are shifted for optimised performance. Finally, the resolutions can be used to ini-
tialize the state vector covariance matrix that computes the weights of individual
measurements in the Kalman Filter fitting process in the DCs. The matrix elements
are obtained by comparing measurements in an iterative manner (equation 2.2) and
by adding measurement noise due to multiple scattering [35]. This requires an as-
signment of uncertainties to the first measurement at the first wire layer of the DCs,
where the Kalman Filter doesn’t have previous measurements to compare. Currently,
fixed values are used for uncertainties in all five track parameters at the first DC layer
[51]. If true resolutions are used as the values that initialize the covariance matrix,
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this could improve the speed and accuracy of the fitting process [37]. The algorithm
developed in this study can be used to compute the resolutions of the five variables
comprising the state vector (x, y, tx, ty,Q = q

p
) as a function of each of the state vector

parameters at the first DC layer. The state vector obtained at the first measurement
site in reconstruction would then be inputted into this function to obtain the uncer-
tainty in the first measurement. An example of one two-dimensional histogram is
shown in Figure 4.1, where the tx-resolution is plotted against tx, the value of the
x-direction cosine of the swum track at the first wire layer of the Drift Chambers. To
obtain the dependence of the resolutions on the track parameters, 25 such histograms
need to be produced and fitted: the resolution of each parameter must be obtained
as a function of each track parameter. As seen in the Figure, a much larger amount
of events than the amount used here (50k) would need to be swum to the first DC
layer to obtain a function with acceptable statistical errors.
The four scripts that swim particles to four detectors, the script that fits the result-
ing histograms, and the Mathematica notebook containing all the results gathered
throughout the course of this study can all be found at the following link:
https://drive.google.com/drive/folders/1sg02PmmbRd3F1wVaezUyEdCTnjpFT6Xa?

usp=sharing.
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The following paper is a review of Jefferson Lab and the mass spectrometer located in Hall B,
the CEBAF Large Acceptance Spectrometer, CLAS12, followed by a brief description of a research
project that aims to obtain the reconstruction software resolution. The history of the facility and
its main research goals are presented first. The basics of the accelerator are then described in short,
after which comes a description of all the components of CLAS12. The reconstruction process in
all the subsystems of CLAS12 is described in detail, as the results of this research project will be
incorporated in the reconstruction routines. The Hall software packages are then briefly discussed,
after which the methods of obtaining the reconstruction resolution are presented. The paper is
concluded with a description of how the reconstruction resolutions will be integrated into the Hall
reconstruction process to provide constraints on hit matching.

I. INTRODUCTION TO JEFFERSON LAB

The Thomas Jefferson National Accelerator Facility,
referred to as JLab, is a linear accelerator facility that
studies nucleon structure through electron scattering. It
was built in the aftermath of the discovery of quarks at
the Stanford Linear Accelerator. The United States Na-
tional Science Advisory Committee (NSAC) recognized
the importance of quark discovery and as a consequence
they created their first ever document planning the fu-
ture of nuclear physics research in 1979, The Long Range
Plan for Nuclear Physics [1]. In this document, a facility
that produces a continuous electron beam with at least
2 GeV of energy at a high duty factor was identified as
the tool for studying these new particles in the nuclear
regime [1]. The approval of construction was given to the
Southeastern University Association (SURA) in the mid
1980s due to the superconducting radio frequency (SRF)
based design and its ability of upgrading in the future.
Once the first beam got delivered in 1994, a decade of
successful research began. After 178 completed experi-
ments on the topics of nucleon structure and form factors,
electroweak interaction testing and more, the lab ceased
operations in 2012 as the installation of the 12 GeV up-
grade began. The research opportunities a higher energy
beam would offer includes the study of confinement via
the observations of exotic hybrid mesons, a new form
of hadronic matter containing forbidden quantum num-
bers. This forbidden state is reached when the gluonic
flux tube connecting the quark-antiquark pair gets ex-
cited, and the vibrational contribution of the excited flux
tube produces the exotic quantum numbers of the sys-
tem [2]. These exotic mesons should hypothetically be
produced in 9 GeV pion photoproduction processes [2].
The higher energy also allows for measurements of elastic
form factors at a larger momentum transfer. This would
resolve the incompatibility of form factor measurements
obtained through two different methods: the Rosenbluth
separation of cross sections and recoil polarization mea-
surements [3]. Moreover, proposed experiments would

double the kinematic range of available neutron form fac-
tor data, allowing the separation of individual quark con-
tributions to form factors to be extended to higher Q2

[4]. Generalized parton distributions (GPDs) describe
the probability of finding a parton (quark) with a specific
value of an observable, such as longitudinal momentum.
Moreover, the GPDs measure interferences of momen-
tum states too, thus giving quark momentum correla-
tions in a nucleon [5]. Additionally, the functions carry
information of the transverse momenta, and by applying
a Fourier transform one can acquire the position of the
parton in the transverse plane along with it’s longitudi-
nal momentum [5]. JLab’s detectors are an ideal tool to
study GPDs, as they are acquired from deep exclusive
measurements such as Deeply Virtual Compton Scatter-
ing [6].

A. Facility Overview

The CEBAF facility consists of a continuous wave re-
circulating linear accelerator delivering a 11 GeV electron
beam to four research halls: A, B, C, and D. Two linear
accelerators, North and South, accelerate the beam with
superconducting radio frequency cavities. The beam
gets bent around recirculation arcs that connect the two
linacs. The electrons make five passes around the accel-
erator before the beam bunches get separated and guided
into the four halls. Hall D electrons go through another
pass through the North accelerator before they are di-
rected to Hall D. The electrons are produced in the injec-
tor by illuminating polarized laser light of λ = 780nm on
a Gallium-Arsenide semiconductor, which emits bunches
of electrons that are spin polarized up to ∼ 85% by pho-
toemission [7]. In the 6 Gev era, the accelerator worked
on three-beam operation: three bunches were created at
499 MHz, each spaced apart by 120◦ of phase, forming
1497 MHz interleaved bunches [8]. A fourth laser was
added for Hall D, operating at 249.5 MHz. In order to in-
tegrate the fourth laser to the interleaved system. the 499



2

MHz lasers were lowered to 249.5 MHz, leaving empty
spots in the beam pattern for the new Hall D beam.
The produced beam bunches get accelerated with a high-
voltage DC electron gun to 130 keV and inserted into
the pre-buncher where the beam pulse length is adjusted
to be 250µs long, separated by 16.67ms(60Hz) [9].The
beam then encounters a RF chopper cavity which deflects
the beam bunches through slits at 0◦, 120◦ and 240◦ with
a magnetic field acting transversely to the beam line, reg-
ulating the beam current for the halls. A second chop-
per cavity then recombines the beam before it arrives
at the buncher. Two accelerating modules, each con-
taining 8 SRF cavities, then accelerate the beam to 123
MeV. The beam then passes through a swerving chicane
shape in order to lose the low current halo surround-
ing the beam core, as the halo doesn’t bend as much
and gets absorbed by the piping [10]. Finally, the beam
gets corrected for dispersion before being injected into
the accelerator. The electron beam gets accelerated by
two linear accelerators (linacs), North and South, each
containing 25 cryomodules. Each cryomodule consists
of 8 SRF cavities operating at 1497 MHz. Three cryo-
genic plants cool liquid helium and deliver it to necessary
equipment, including the SRF niobium cavities. The two
linear accelerators accelerate the beam with an oscillating
electric field tuned at 1497 MHz to match the frequency
of the incoming beam bunches. As seen in Figure 3, the
cavity length is exactly half the wavelength of the beam
wave (λ = c

1497MHz ≈ 20cm) to match the oscillating
electric field with the beam pulses. Mainly, the beam
bunch reaches the end of the cavity in exactly half the
beam pulse period as it’ accelerated by the electric field
(T = 1

1497∗106MHz ). As it enters the second cavity where
the field is of opposite sign, the field switches off, allow-
ing the electron to pass unperturbed to the next cavity,
where the field is switched on and the electron is accel-
erated once again. The voltage that needs to be applied
to the cavities can be obtained from the assumption that
the electric field must have no component perpendicular
to the direction of motion. The frequency and wave-
length of the oscillating field are known as they match
the beam bunches, so one can solve the wave equation
for the component of the electric field along the beam
axis [11]. From there, the applied voltage is obtained by
integrating the field along the axis of travel [11]. The
beam gains 1.1 GeV of energy per pass of one linac. As
it gets accelerated, the beam gets displaced in the trans-
verse direction, and the bunches get stretched along the
beam axis. In order to correct for this, quadrupole focus-
ing magnets are placed along the beam between the cry-
omodules to negate these effects. Quadrupoles work as a
lens, the field strength increases linearly as the distance
from the optical axis increases [13]. As a consequence,
they have the ability to focus in one direction, whilst
defocusing in the other direction. In order to achieve
focusing in all directions, quadrupole magnets are ar-
ranged in a FODO lattice, where focusing and defocusing
quadrupoles are alternated [13]. As the beam exits the

linac, it encounters the spreader and the recirculation
arcs. The spreader consists of deflecting dipole magnets
with quadrupoles in step as vertical dispersion suppres-
sors [9]. The spreader magnetic field bends each beam ac-
cording to the momentum (eg. lowest momentum beam
in the first pass gets bent into the uppermost arc). At
the end of the arcs a recombiner mirror-symmetric to the
spreader recombines the beam bunches. The uppermost
arcs on each side have 16 dipole magnets of the ”double
pancake” design to guide the beam around the 250 m
bend, whilst the other arcs have 32. As the beam gets
bent by the dipole magnets, effects of synchrotron radia-
tion and optical aberrations influence the beam quality.
Synchrotron radiation is an effect that occurs when a
charged particle experiences an acceleration perpendic-
ular to its velocity. The expression for the power ra-
diated by synchrotron radiation can be obtained using
Lienard-Wiechert potentials. The energy crossing a sur-
face enclosing a charged particle is given by integrating
the Poynting vector: E =

∫∞
−∞ S · ndt, where n points

from the particle’s retarded position to the point where
the fields are evaluated [14]. An expression for power per
solid angle is obtained within the integral if one multi-

plies by dt′

dt′ and R2:

dP (t′)
dΩ

= (1− β · n)R2S · n (1)

The Poynting vector is obtained from the Lienard-
Wieckert vector potential:

Aµ = [
eβµ

R(1− β · n)
] (2)

, where R is the absolute distance between the current
and retarded position. The radiation is transverse, so
one can write: n ·E = 0;n ·B = 0. The Poynting vector

is then: S = e2

c4πR2 [n|n × (n × β̇)|2]. This expression
is inserted into equation (5) and the power is integrated
over the solid angle. This gives the following expression:

P = 2e2γ6

3c [β̇2−(β× β̇)2]. When a particle is experiencing

a radial acceleration, we have: β̇ = cβ2

R , R being the
radius of the circle of motion. This leads to the power
being:

P =
2e2cβ4γ4

3R2
(3)

[14]. In order to negate the effects of radiation, 32
quadrupole girders are placed on each arc to address is-
sues caused by the bending: betatron oscillations around
the equilibrium position, achromaticity control, and mo-
mentum compaction. Beam Position Monitors are placed
at each of the quadrupoles to perform checks on the beam
quality. After the beam gets recombined, it enters the
South linac to get accelerated, and the whole process gets
repeated for five laps. If one of the halls A-C requires a
lower energy beam, a spreader working at a frequency of
500 MHz separates the beam bunches destined for the
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FIG. 1. A visual representation of the injector system and all of it’s components. Picture adopted from [9].

FIG. 2. A visual representation of the injector, the accelerator, and the research halls at Jefferson Lab. Picture adopted from
[9]

hall requiring lower energy. If all halls require maximum
energy, at the fifth pass a 750 MHz separator separates
the beam destined for Hall D from the rest of the beams
and directs it for a final pass through the North linac.
The interleaved beam destined for halls A-C enters the
extraction region where it encounters a second 500 MHz
separator that splits the beam bunches according to their
destination.

B. The CLAS12 Detector at Hall B

Hall B at Jefferson Lab uses the CLAS12 spectrometer
for data acquisition. CLAS12 is a large acceptance spec-
trometer built around two superconducting magnets: a
torus and solenoid. The solenoid is placed at the cen-
ter and deflects particles with low recoil momentum that
scatter at an 40◦ < θ < 135◦ in polar angle, while the
torus magnet deflects particles with high recoil momen-
tum, in the range of 5◦ < θ < 40◦. Two detector arrays
are built around the two magnets, the Central Detector
and The Forward Detector, the former measuring kine-
matic properties of the low momentum particles, while
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FIG. 3. An image of the RF cavities and their principle of operation. Red cavities represent areas where electrons get
accelerated, whilst the red cavities decelerate electrons. Picture is adopted from [12] and edited.

FIG. 4. The entire CLAS12 detector. The beam is incident from the right onto the target, located within the central detector
and solenoid magnet. Picture adopted from [6] and edited.

the former observes particles in the forward region of
the detector. The torus consists of six superconducting
coils, with each coil being made from a two-coil ”double
pancake” in an aluminum case. The coils are arranged
symmetrically to approximate a toroidal field around the
beam axis. The coils divide the active detection area of
the Forward Detector into six sectors. The torus operates
at a nominal current of 3770A and a peak field of 3.58T
[6]. The solenoid has multiple uses: firstly, it deflects
the low momentum recoil particles. Secondly, it acts
as a shield deflecting the electrons produced by Moller
scattering. Finally, it provides a highly uniform field at

it’s center, therefore allowing researchers to use dynam-
ically polarized targets, with the targets being < 90%
polarized. The solenoid operates at a nominal current of
2416A, providing a 5T field at it’s center [6].

1. Components of the Forward Detector

As mentioned before, the detection area of the For-
ward Detector is divided into six sectors, with the de-
tectors having symmetrical components in each. As a
particle gets scattered off the target, the first detector it



5

FIG. 5. The High Threshold Cherenkov (HTCC) detector. The incident beam direction is shown. The particle emits Cherenkov
light at forward angles onto the mirrors, which deflect the light onto the PMTs, placed at the outer edges of the platform
upholding the detector. Picture adopted from [6] and edited.

encounters in the forward region is the High Threshold
Cherenkov Counter (HTCC). This detector provides the
separation of electrons from pions and kaons. The de-
tector has the ability to distinguish between them above
4.9 GeV/c [6]. It consists of a single unit, using dry
CO2 at 1atm as the active medium. A second, Low
Threshold Cherenkov Counter (LTCC) is positioned fur-
ther upstream, the particle encounters it as it exits the
torus field and the time-of-flight scintillators. The LTCC
has the abiility to discriminate between pions and kaons
in the momentum range of 3.5 − 9GeV/c. The differ-
ent threshold was achieved by using a different active
medium, the LTCC uses C4F10 as the radiator gas. The
threshold energy of a Cherenkov counter is defined as:

Eth = m0c
2(−1 +

√
1 + 1

n2−1 ), where n is the index of

refraction of the medium [15]. When an electron enters
the active medium, it’s moving at a velocity higher than
the velocity of light in the medium (νlight = c

n ), and it
therefore emits Cherenkov radiation. The photons are

emitted preferentially in the direction of motion of the
particle, which results in the photons forming a cone of
light around the traveling electron. The angle of the light
cone is: cos(θ) = 1

βn [15]. Therefore, by measuring the

cone angle of Cherenkov photons gives β. If one measures
the particle momentum, the mass of the particle can be
calculated. The emitted Cherenkov light is reflected by a
multi-focal mirror consisting of 48 elliptical mirror facets
that focus the Cherenkov light onto 48 photomultiplier
tubes (PMTs) that convert the emitted light into an elec-
trical signal [6]. The mirror facets have one focus at the
interaction point, and the other focus on the PMTs. This
allows the light to efficiently be focused and directed onto
the PMTs. Winston cones, parabolic light reflectors, are
installed in front of the PMTs to increase the light collec-
tion efficiency. As the light gets reflected on the PMT, it
strikes the photocathode, where electrons are produced
via the photoelectric effect. They are then accelerated
through a series of dynodes by an applied electric field.
Since the dynodes have a high secondary emission coef-
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ficient, additional electrons are produced at the dynodes
and accelerated along with the shower [15]. The ampli-
fied pulse is then collected at the anode. The split signals
of all flash ADCs are reconstructed to give the real signal
strength. The process of reconstruction proceeds by con-
verting the ADC signal into a number of photoelectrons
with a calibration constant saved in Jefferson Lab’s Cal-
ibration Constants Database (CCDB). The signal with
the largest number of photoelectrons is then identified
and used as a seed, a starting point, for building a clus-
ter of all the hits. Timing and location of the signal,
measured in angular coordinates, is also recorded and
is used in creating clusters. Hits adjacent to the seed
hit are added to the cluster if the response happened
within a certain time window. The signal strength is de-
termined as the sum of the individual signals within the
cluster, while the signal time is obtained as a weighted
average of the individual signal times, weighted by the
number of photoelectrons in a hit [16]. The angular co-
ordinates of the hit are obtained by computing an av-
erage angular coordinate of all the hits, and the angles
are then projected on the ellipsoidal mirror surface to
obtain the cluster coordinates. As they exit the HTCC,
the particles traveling through CLAS12 enter the torus
field and the drift chambers. There are 3 separate drift
chambers for each detection sector. Each drift chamber
has 2 superlayers, each consisting of 6 layers of wires,
with the wire layers of the two superlayers being strung
at a ±6◦ angle with respect to the sector midplane, al-
lowing for better resolution of polar angles. The wire
layers consist of 112 sense (S) wires, additional field (F)
wires placed in-between, and guard (G) wires placed at
the edges (GFFSFFSFF.....SFFG pattern) [17]. The ac-
tive medium consists of a mixture of 90% Ar and 10%
CO2 [17]. A charged particle travelling through the ac-
tive medium leaves behind it a trail of ionized electrons.
These electrons drift towards the sense wires, colliding
with gas molecules along the way, reaching the wires in
time τ : 1

τ = Nσc, where σ is the cross section of the
collision, N is the number density of gas molecules and
c is the randomly oriented velocity of the scattered elec-
tron. Between the collisions, the electron is accelerated
towards the wire by an electric field, gaining velocity in
the field direction: F = ma = m ν

τ = qE, ν = qEτ
m , where

E is the field strength and q is the electron charge. The
two equations can be combined to give the drift veloc-
ity: ν = qE

mNσc . The drift chamber track reconstruction
happens in two stages, the first stage being ”hit-based”
reconstruction. The reconstruction software forms hit
objects, detector elements with signals. The pattern
recognition algorithm then identifies clusters, many ad-
jacent objects with a signal. Four out of 6 wire lay-
ers in each superlayer must have hits corresponding to
the cluster. Noise rejection algorithms reject stray hits.
Planes are then constructed from the clusters, and clus-
ters from adjacent superlayers are matched by finding the
plane intersections: this line of intersection is called a
cross, it’s coordinates are evaluated midway between the

two superlayers. The path integral of the magnetic field
through the drift chambers is computed with the torus
field strength and a parabolic function obtained from the
crosses between the three drift chamber regions. This in-
tegral is used along with the angle at the crosses of drift
chambers one and three to compute the ratio of charge
to momentum: q

p = θ3−θ1
ν
∫
Bdl

, where the angles are in radi-

ans and ν is the speed of light, given in GeV/cT−1cm−1
[16]. The track fitting proceeds by using a Kalman Filter
method with 5 parameters as input: x, y, tx, ty and Q,
where tx = px

pz
, ty =

py
pz
, Q = q

p [16]. The equations of mo-

tion of the particle in the torus field are then expressed
as derivatives with respect to z, as the parameters are
computed at each layer with a hit, and each layer is at a
fixed z distance in the local frame of analysis. The equa-
tions of motion are solved numerically by the swimmer
software package using fourth-order Runge-Kutta inte-
gration to integrate from the initial measurement site to
the next, giving the drift distance to each wire [16]. Once
a full trajectory through the drift chambers is acquired,
the track parameters are then converted to the lab frame,
and the particle is ”swum” to the interaction vertex, the
distance of closest approach to the target, where the state
vector is computed. The process of swimming refers to
solving the equations of motion of a charged particle in a
magnetic field. The swimming is repeated, this time from
the interaction vertex, to compute the state vectors at the
surface of each of the remaining subsystems. This infor-
mation is used to match the tracks from the DCs to the
clusters in the other subsystems. The fit is redone with
time-based information to achieve greater accuracy once
the information from other detectors is gathered. The ar-
rival of the ionized electron on the wire is measured with
Time-to-Digital Converters (TDCs) with a resolution of
∂t < 1ns. The drift time is calculated with the following
formula: tdrift = tTDC−tstart−tdelay−tflight−tprop−τ ,
where tstart is the event start time given by the Forward
Time-of-Flight system; tdelay is the intrinsic time delay
of the wire; tflight is the flight time from the interaction
vertex to the wire cell; tprop is the time it takes for the sig-
nal to propagate along the wire; finally, τ is the random
walk time described above. The corrected time is then
converted into a distance of closest approach. Mainly,
the drift time is parametrized as a function of distance
to the wire cell as a fourth order polynomial function.
This polynomial is defined by three constraints: a max-
imum drift time, as all particles incident at the outer
edges follow the field lines to the sense wire. Secondly,
the velocity near the wire is the saturated drift velocity,
V0, found with the formula mentioned above. Finally,
the polynomial has a point of inflection where the elec-
tric field is at a minimum, at d = x

dmax
= 0.64. Using

this polynomial, along with the local angle and magnetic
field value at the point, the drift distance at each cell is
computed and used with the corrected time in the time
based reconstruction [16]. The time based reconstruc-
tion can achieve a spatial resolution of δr ≈ 250µm, and
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FIG. 6. A visual representation of a layer of sense wires in the drift chambers. The reconstructed particle track is represented
by the line in the image. The red hexagons represent the wire cells with an electrical signal, and the yellow circles show the
estimate of the distance of closest approach computed in time-based tracking.

a momentum resolution of δp
p < 1% [17]. The Forward

Time-of-Flight system(FTOF) gives an accurate measure
of the time of passage of charged particles through the
CLAS12 detector and helps identify particle species. In
order to provide reliable particle identification, a time
resolution of σt = 80ps is required for forward angles,
while a resolution of σt = 150ps is required at wide
angles [18]. To accommodate these requirements, the
FTOF system was constructed from three arrays of pan-
els: 1a, 1b and panel 2. Each panel contains a number
of rectangular scintillators (23, 62 and 5 for panels 1a,
1b and 2) with a PMT on each end. The scintillators
are plastic and are connected to the PMTs with light
guides. As a charged particle travels through the scintil-
lator, it exchanges a virtual photon with an atom of the
scintillation material, causing the atom to transition to a
higher energy state. These atoms then de-excite by emit-
ting photons which are then guided by the light guides
onto the PMTs where the photoelectrons are multiplied.
What’s measured is the ADC charge and hit time, and
the TDC time. The absorption of the virtual photon by
an atom of the scintillation material can cause the excited
atom to re-emit the photon in two ways: firstly, the atom
can re-emit the photon immediately upon absorption, a
process called fluorescence. Alternatively, the atom can
be excited to a triplet state, causing a delayed emission
in a process known as phosphorescence [19]. Since the
CLAS12 scintillators are plastic, delayed emission is min-
imal and can be ignored [19]. The measure of photon ab-
sorption within a scintillator is given by the attenuation
length, which is a distance over which the probability of
a photon being absorbed is 1

e [18]. The number of photo-

electrons produced at the PMT photocathcode is given
by the formula: Npe = N0

peexp(
L0

2λ0
− L

2λ )F , where N is
the number of photoelectrons at the PMT connected to a
specific paddle, L and λ represent the paddle length and
attenuation length, while L0 and λ0 are the length and
attenuation length of the shortest paddle of panel 1-a,
and N0

pe is the average number of photoelectrons inci-
dent on the PMT for the shortest paddle. F is a scaling
factor used when calculating Npe for PMTs connected
to paddles in panel 2 [20]. The specifications mentioned
above can be converted to give a momentum threshold of
species separation. The differences in flight time against
momenta of different particle species with the same mo-
menta are shown in Figure 7. The threshold for species
separation is given as 4σ, σ being the timing resolution.
The momentum at which the curve of differences in flight
time crosses this threshold is the momentum threshold
for species separation. The process of hit reconstruction
in the FTOFs starts with matching the flash ADC and
TDC information measured on each PMT. Mainly, flash
ADCs measure the arriving charge in quick successive
pulses. The time is obtained by fitting the leading edge
of the pulse shape, corresponding to 3 to 4 measured sam-
ples, giving a resolution of ≈ 1ns for the FADC [16]. The
TDC and ADC times have to be within a 10ns window
for the data to be kept. The signal time at each end of the
paddle can be obtained from the measured TDC times
by subtracting the TDC channel-to-time conversion fac-
tor, time-walk corrections and constants that align the
counter hit time with the beam oscillations [16]. If one
subtracts from the PMT arrival time the light travel time,
obtained by knowing the effective speed of light in the
paddle from calibrations, the hit time is obtained. The
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FIG. 7. The differences in flight time are shown for different particle species against the particle momentum. The horizontal 4σ
line signifies the timing resolution below which the FTOF cannot measure the flight time differences reliably. The momentum
at which the curves of flight time differences cross this timing threshold gives a measure of maximum momentum above which
the FTOF cannot distinguish between species. Picture adopted from [18]

average hit time is obtained as the arithmetic average of
the two hit times at each end. The hit coordinate can
be obtained using the hit times: y =

νeff

2 (t1 − t2 −C12),
where C12 is a calibration constant [18]. This coordinate
is used to match the FTOF hits to a track. By computing
the ADC signal integral and knowing the detector prop-
erties, the energy loss of a particle interacting with the
scintillation volume can be obtained. The mean energy is
obtained from the two energies measured at each end of
the paddle as the geometric mean [16]. If both panel 1-a
and panel 1-b have hits for a specific track, the timing
information can be combined to give an improved mea-
sure of the resolution, an increase of 15-20% in accuracy is
seen when both panels are used [16]. The electromagnetic
calorimeters are the final subsystem that a particle trav-
eling through CLAS12 encounters. This detector fully
absorbs particles while recording the deposited energy
and location of the energy loss. A pre-shower calorime-
ter (PCAL) was added in front of the electromagnetic
calorimeter (ECAL) for the 12 GeV upgrade to ensure
absorption. The calorimeters are of the sampling type,
with interchanging layers of lead and scintillator strips.
Both use a triangular hodoscope layout to account for the
hexagonal geometry of the torus. The layers of scintilla-
tor strips are arranged to alternate between three readout
planes, so called views: U, V, and W, with the strips in
each of the planes being parallel to one of the sides of the
triangle, as seen in Figure 8. Each of the 6 symmetrical
modules of the PCAL contain 15 active layers, 5 of each
readout plane, same as the inner calorimeter, while the
outer calorimeter has 24 active layers, corresponding to
8 layers of each readout plane. The PCAL is more frag-

mented, as one active layer is comprised of 84 strips in
the U layer, and 77 strips in V and W layers, while the
ECAL has 36 strips per layer [22]. The light created by
the scintillator strips must be measured in sum, so all the
strips in one view are coupled. In the inner ECAL, the
light emitted at the first strip in the first layer of the U
view is measured together along with the light emitted at
the first strip of the second, third, fourth and fifth layer
of the U view. Therefore, the layers are grouped together
into stacks. The stacks are grouped by the calorimeter
components, PCAL and inner ECAL stacks have 5 strips,
and outer ECAL stacks have 8 strips. The ECAL uses
optic fibers that are bundled together, with one bundle
guiding the light from all the strips in a stack to a PMT
[21]. The PCAL has wavelength-shifting (WLS) fibers
inserted inside holes running the length of the scintil-
lator strip that down-convert the emitted photons and
guide them to the PMTs [22] The main source of en-
ergy loss of an electron traversing through the medium is
Bremsstrahlung radiation. On the other hand, a photon
loses energy through pair production, characterized by
the photon energy and the energy levels of the medium,
Compton scattering, Rayleigh scattering and absorption,
characterized by interaction cross sections. The medium
can be characterized by a radiation length, the length
over which a particle is left with 1

e of energy:

E = E0e
−x
X0 (4)

,where E0 denotes the initial particle energy. From there,
we see that the rate of energy loss as a function of space,
dE
dx , is proportional to E

X0
. In the limit of x� X0, the en-
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FIG. 8. The layers of the electromagnetic calorimeter. The three readout planes are shown, along with the absorbing layer of
lead and the light guides that guide the shower to the PMTs at the back. Picture adopted from [21].

ergy loss is given by
E)

X0
[23]. The cascade will stop at the

critical energy, Ec. For a photon traveling through the
medium, the mean free path between pair productions
can be obtained from the cross section of the reaction:
λ = 9

7X0 [19]. The intensity of the photon beam drops off

exponentially with distance: I = I0e
−7x
9X0 . As all of these

properties are related to the mass and atomic number of
the medium, a heavy element such as lead is used in the
absorption layers. Particles that produce a signal trigger
the cluster finding algorithm. This algorithm finds collec-
tions of stacks with energy above the defined threshold.
All the stacks of one view form a peak, and each stack is
referred to as a hit. Each hit has its geometry stored, and
the algorithm discriminates based upon the positions of
hits to identify a cluster. The algorithm imposes a cri-
terion of requiring a spatial intersection of three peaks,
one for each view. Since the peak is comprised of many
hits, stacks of strips in different layers, a line segment go-
ing through all the stacks in a peak can be constructed.
The line is constructed as a energy-weighted average of
the mid-lines of each member strip within a stack [22].
The process of localizing a cluster is shown in Figure 9.
The path length from the now known cluster position
to the PMT for each of the three peaks is then calcu-
lated in order to correct for scintillator light attenuation:

L = L0e
−x
l , where x denotes the path traveled, l is the

attenuation length of the scintillator, and L0 is the initial
intensity [19]. The energy is then obtained by knowing
the effective velocity of light. Additionally, peak timing is
also corrected for by using this velocity and the computed
path length. The cluster energy is then computed as the
sum of each of the three corrected peak energies. Also
worth mentioning is the Forward Tagger, a separate de-

tector system that extends electron detection capabilities
to smaller polar angles, in the range of 2.5◦ < θ < 4.5◦.
The system consists of a micro strip gas tracker that mea-
sures the scattering angle, a scintillator hodoscope that
provides photon and electron separation, and an electro-
magnetic calorimeter consisting of lead-tungsten crystals
that measures the deposited shower energy [6].

2. The Central Detector

The Central Detector is built around the target and
the solenoid magnet, seen in Figure 10. It consists of
the Central Vertex Tracker (CVT), the Central Time-of-
Flight System (CTOF), and two neutron detectors: the
Central Neutron Detector (CND), and the Back Angle
Neutron Detector (BAND), which extends the ability to
detect neutrons to polar angles 155◦ < θ < 175◦, with
a neutron detection efficiency of 30% and a momentum
resolution of 1.5%. Track reconstruction in the Central
Detector begins with the Central Vertex Tracker. The
CVT consists of 12 active detection layers, separated into
two subsystems. The first 6 layers are the Silicon Vertex
Tracker. The SVT uses silicon strip technology, which
provides a tracking efficiency of ≥ 90%, a transverse mo-
mentum resolution of δpt

pt
= 5%, and angular resolutions

of δθ ≤ 10−20mrad for 35◦ < θ < 125◦, and δφ ≤ 5mrad
[24]. The detector is built from 3 concentric, double lay-
ered rings, with each of the regions containing 10, 14, and
18 double sided modules of silicon strip sensors at 65, 93,
and 120 mm [24]. The outer 6 layers of the CVT are the
Barrel Micromegas Tracker (BMT). The detector con-
tains 6 cylindrical active detection layers, with 3 layers
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FIG. 9. The process of defining the spatial coordinates of a cluster in the calorimeters. The three lines represent the line
segments constructed from the three peaks, U, V and W. The black line is constructed to connect segments U and V, and the
red line is then drawn from the midpoint of the black line to the W strip. The cluster transverse coordinates are then defined as
the coordinates of the midpoint of the red line. The longitudinal coordinate is taken at the layer of maximum energy deposition
to avoid parallax errors for particles with trajectories that are not normal to the layers of the detectors [22]. Picture adopted
from [22].

FIG. 10. The CLAS12 Central Detector. The central tracking system is retracted from its position for a better view. Around
it are the two rings of PMTs and light guides of the Central-Time-of-Flight System, while the three outermost rings of PMTs
are from the Central Neutron Detector. Picture adopted from [6].
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having strips going along the beam axis (Z strips), and
three with circular strips (C strips) that are perpendicu-
lar to the beam axis. Each layer consists of micro strips
that read out signals, and electrode plates that provide
a drift voltage of 5 − 6kV/cm [25]. At this voltage, the
5 T solenoid field causes the primary drift electrons to
move at an angle of 40◦ with respect to the electric field
direction [25]. As a result, a mixture of 90% Argon and
10% isobutane is used as the ionization gas due to its
limited drift velocity. An additional detector, the For-
ward Micromegas Tracker (FMT), is placed downstream
of the target center. This detector consists of 6 identical
discs with an active area of 1024 strips. The drift field
and magnetic field are parallel in the FMT so there is
no effect of the Lorentz force. A higher drift velocity gas
mixture of 80% Argon, 10% isobutane and 10% of carbon
tetrafluoride is used as the ionization gas [25]. The track
reconstruction begins similarly to forward tracking, clus-
ters are sought for first. The solenoid causes particles to
move in a helical fashion. This causes projections in the
x-y plane to be circles and projections in the r-z plane to
be straight lines [16]. The pattern recognition algorithm
searches for circular hit patterns in the x-y plane of the
SVT hits and BMT Z strips. The pattern recognition
algorithm then connects two adjacent x-y clusters into a
cell unit if the angular distance between them is below a
certain threshold [16]. The pattern recognition in the r-z
plane uses information from BMT C strips exclusively,
and a straight line fit is applied to the clusters, with the
SVT hits used as rejection criteria [16]. Once a track
candidate is obtained, it gets passed to a Kalman Filter.
The helical motion is described by 5 parameters, obtained
from the applied fits in the x-y and r-z plane [16]. The
state vector is then propagated to the outermost layer
of the CVT and brought back to the CVT revolution
axis as it is and the propagation occurs again, with a
maximum of five iterations [16]. The Central Neutron
Detector (CND) detects neutrons with 0.2 − 1GeV/c of
momenta. It consists of 3 layers of 48 scintillator paddles
coupled at their downstream end with light guides, and
connected to PMTs with light guides at the upstream
end. The light can go through the light guide at the
upstream end and to the PMT, called a direct hit, or
through the downstream light guide into a neighboring
paddle, classified as an indirect hit. The reconstruction
starts with the separation of the direct and indirect hits
by comparing PMT times [16]. Next, the deposited en-
ergy of the hits needs to be reconstructed using a formula
that includes the ADC-to-energy constant, the distance
from the paddle to the PMTs and the coupled paddle
pair properties [16]. Finally, by calculating the propaga-
tion times to the two PMTs the time of flight is obtained,
which is used in species identification along with the hit
position [16]. The Central Time-of-Flight (CTOF) de-
tector is a hermetic barrel of 48 scintillation counters at
25 cm from the beam axis [? ]. Each counter has light
guides on each end that guide the light onto PMTs. The
time resolution of the detector equals that of the FTOF,

σt = 80ps. The reconstruction process of the raw hits is
the same as for the FTOF, with the exception that the
FTOF uses a leading-edge discriminator for the FADC
signal, while the CTOF uses a constant fraction discrim-
inator which takes into account the entire pulse [16]. The
Event Builder is the last service that’s employed in re-
construction. The Event Builder matches hits from dif-
ferent detectors by looking at geometric coincidences of
the signals using criteria defined by the resolutions of the
subsystems. It then calculates the event start time using
timing information from the time-of-flight systems, the
path length to the FTOF, and the speed of the parti-
cle. The calorimeter signal then identifies electrons and
positrons by comparing to expected responses. This in-
formation is checked with the HTCC to see if the angle of
the Cherenkov cone gives β ≈ 1. Other charged particles
are identified by computing the time residuals: the flight
time of a particle with a particular mass is computed
(p/K/π), and the smallest time difference compared to
the measured time gives the particle species. For neutral
particles, they are assumed to be neutrons or photons,
and the clusters in the ECAL and CND are used to con-
struct the path and compute the value of β: if its close
to 1 the particle is a photon, and a neutron otherwise.

3. Hall Software & Ongoing Software Development

All the services that reconstruct raw detector hits as
described above are contained within the hall’s recon-
struction framework, CLARA. CLARA is based on a
service oriented architecture, where many loosely cou-
pled, self-contained services perform the necessary tasks
to reconstruct the raw event data. It consists of four
layers, the first one being a publish-subscribe messag-
ing system, providing a standardized protocol of com-
munication between the many services written in differ-
ent coding languages [26]. The next layer is the ser-
vice layer, which houses all the services used to build
physics data processing applications. The orchestration
layer contains an application controller agent that con-
trols the physics data analysis and ensures service func-
tionality. Finally, a physics complex event processing
layer contains agents that oversee and analyze the recon-
structed event data in real time, with the ability to act
on any changing conditions or abnormalities [26]. Other
tools within COATJAVA include the geometry package,
an interface that describes all the complex detector com-
ponents with geometrical objects: for example, detector
layers are planes, while hexagonal wire chambers are rep-
resented as hexagons [16]. The Calibration Constants
Database (CCDB) is a package that contains all the cal-
ibration constants of the detectors and their geometry,
and maps of the entire CLAS12 spectrometer that are
used in reconstruction [16]. The aforementioned swim-
mer package ”swims” particles in a magnetic field: it
solves the equations of motion of the particle using an
adaptive step fourth order Runge-Kutta integration with
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fifth order corrections. The adaptive step algorithm in-
creases the step size in an area of a weak field and de-
creases it in areas of peak field. The single step advance-
ment is achieved with a configurable Butcher tableau ad-
vancer, a matrix containing the coefficients for evaluat-
ing the function between the two steps [16] [27]. The
swimmer package utilizes the magnetic field package to
obtain the field values at points in space. The magnetic
field package creates binary field maps from engineer-
ing models of the torus and solenoid. It also has the
ability to cache the nearest neighbour values of a point
that’s currently being loaded in the swimmer, creating
a probe that increases the speed of swimming. Analy-
sis and plotting is done with GROOT, a histogram plot-
ting software with a programming interface modeled after
CERN’s ROOT software. The final COATJAVA pack-
age is the simulation package, Geant4 Monte Carlo soft-
ware (GEMC). GEMC is a C++ framework that utilizes
Geant4, CERN’s toolkit for passage of particles through
matter. The initial conditions of the scattered beam are
defined in a text file by the user: the number of events,
the range of angles at which the particles scattered from
the target, the range of momenta of the scattered parti-
cles, and the detectors to use. The software uses a Monte
Carlo routine to randomize the directions and momenta
of the scattered particles. It then accesses simulation
parameters that are stored in external databases to cre-
ate Geant4 objects in real time. These parameters in-
clude: the geometry of all subsystems and mirrors, the
materials and their properties, the electromagnetic fields,
the calibration and digitization constants [28]. The par-
ticles are then transported through detector materials,
producing radiation, primary hits and secondaries, and
the software collects all the raw output produced by the
detectors in a single file. The analysis presented below is
done on simulated events created by GEMC. For the pur-
pose of this research, 10 000 events were produced with
GEMC in sector 1 of the active detection area: uniformly
spread through −30◦ < φ < 30◦, with electrons having
6GeV/c of momenta, and scattering at forward angles,
5◦ < θ < 35◦. The raw event data was then recon-
structed with CLARA. Two data banks of interest were
extracted for each event: one bank contains the state vec-
tor of the beam at the vertex, positions and components
of momenta, stored by GEMC before it proceeded to sim-
ulate the trajectory through CLAS12. The other bank of
interest contains the same information, the vertex state
vector, but obtained from reconstruction. As mentioned
before, once the track is reconstructed at the drift cham-
bers, it gets swam to the interaction vertex where the
state vector is computed and saved in our bank of in-
terest. The two state vectors are then used as input for
the swimmer package. The swimmer swims the particles
with simulated vertex data and reconstructed vertex data
to an endpoint, initially defined at a radial distance of
175cm from the origin, the target, as an approximation to
stop particles once they reached the curved surface of the
HTCC. The swimmer returns the state vector at the end-

point, and the difference in endpoint positions is plotted.
The standard deviation of this graph gives a measure of
the reconstruction spatial resolution, once a fit is applied
to the graph and the standard deviation is acquired. The
standard deviation of the plot of differences in

√
(x2+y2)

gives the impact parameter resolution, while the angles
of direction are computed from components of momenta,
with the differences in θ and φ giving a measure of the an-
gular resolution. The analysis was extended to an FTOF
layer, an inner ECAL layer, and each of the three regions
of the drift chambers. Since all of these systems are tilted
25◦ with respect to the beam axis, the Tilted Sector Co-
ordinate System (TSCS) is used for swimming, where the
z axis is perpendicular to the planes of the detectors, and
the detection layers are at a fixed z distance from the ori-
gin. The input data therefore needs to be transformed
to the TSCS, and the output of the swimmer needs to be
transformed back to the lab frame before the differences
are computed, with the exception of the impact param-
eter as this quantity will be used in reconstruction in
the local tilted frames as a measure of uncertainty when
matching clusters. The magnetic field maps also undergo
a rotation to the TSCS before they’re used by the swim-
mer. An example of the results of the positional resolu-
tion and it’s dependence on z distance is shown in Figure
11. The fitter that fits the graphs of differences in po-
sition, angles and impact parameter works as following:
the initial estimates of the amplitude, σ and mean are
given as input, along with the range over which to fit, the
fitting function to use, and the fitting method. Gaussian
functions and Neyman’s chi-squared method were used
to fit the data. The fitter struggled as the peaks showed
asymmetric behavior. As the particles curve in the mag-
netic field, they emit synchrotron radiation, described in
paragraph 2. This radiation causes the particle to lose
transverse momentum, and as a consequence, the recon-
struction software overestimates the vertex momentum
as the effects of radiation loss are not taken into account.
This momentum overestimation creates a positive tail in
the graphs of differences in all quantities. When the an-
gles, obtained from components of momenta, are plot-
ted for different particle species, as in the bottom row of
Figure11, the discrepancy in the results is greater than
for the spatial resolutions, as the momenta of µ− and
π− is not affected by the radiation as much. To clarify,
as the muons and pions have a higher mass, and con-
sequently a lower velocity for the same beam momenta,
the radiation emitted will be lower, as a result of the
β4 and γ4 dependence of the power emitted. To miti-
gate the effect for electrons, two fits were applied: one
fits the entire data set, while the other fits the central
peak exclusively. The amplitudes, means and sigmas of
the two fits are then used to evaluate an effective value
of σ from the combined first and second moments of the
two Gaussians: mom1 = A1

A1+A2
µ1 + A2

A1+A2
µ2, mom2 =

A1

A1+A2
(µ2

1+σ2
1)+ A2

A1+A2
(µ2

2+σ2
2). The effective standard

deviation is given as: σeffective = mom2 −mom2
1.
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FIG. 11. The x, y, phi and theta resolution at regions 1, 2, and 3 of the drift chambers (2 points in the first region), the
FTOF, and the fourth layer of the inner calorimeter against the fixed z distance in the Tilted Sector Coordinate System. The
information is shown for 6 GeV electron, pion and muon beams (e− shown in blue, µ− in orange, π− shown in green). The
uncertainties in individual data points were obtained as: δres = res√

2N−2
, where N signifies the number of events contained

within the histogram.

4. Summary

This paper summarized the process of reconstruction
in all the subsystems of CLAS12. These reconstruction
routines were highlighted as the reconstruction resolu-
tions obtained by this research project will be used in
the described processes: the impact parameter resolution
will give a direct constraint on finding clusters in localized
frames of the subsystems. The angular and spatial reso-
lutions will replace current approximations obtained from
individual detector resolutions as constraints on match-
ing of clusters from other subsystems to reconstructed

tracks in the drift chambers. These quantities will be
obtained for different particle species, and for electrons
with varying kinematics.
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Appendix B

Additional Results Produced
During the Course of This Study

B.1 The HTCC Resolutions for Each Event File

Event File ∆x ∆y ∆z ∆φ ∆θ ∆b

6 GeV e− 0.14224 0.26871 0.07216 0.22496 0.05920 0.15909
6 GeV µ− 0.12067 0.21764 0.06148 0.16634 0.05163 0.13992
6 GeV π− 0.12526 0.21754 0.06331 0.16682 0.05357 0.14468
3 GeV e− 0.28961 0.33924 0.14639 0.26645 0.12423 0.32176

4.5 GeV e− 0.18046 0.28126 0.08919 0.22661 0.07654 0.20067
7.5 GeV e− 0.11233 0.23361 0.05276 0.20878 0.04620 0.12354
9 GeV e− 0.09898 0.23964 0.04590 0.20245 0.03956 0.10431

6 GeV e−, RGA 0.12321 0.22838 0.06196 0.21298 0.04767 0.14088
6 GeV e−, RGB 0.12073 0.22626 0.05995 0.21518 0.04702 0.13936

6 GeV e−, t = +1 0.13673 0.28365 0.06753 0.25740 0.05934 0.16224

The resolutions at the HTCC for various event files: RGA, RGB denote the Run
Group A and Run Group B detector configurations. The t = +1 is the value of the

torus field: t = +1 is the out-bending torus configuration, the opposite from the
default polarity.)
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B.2. Plots of Events Created With Different Versions of GEMC

B.2 Plots of Events Created With Different Ver-
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B.3. Plots of Events in Different Detection Sectors

B.3 Plots of Events in Different Detection Sectors

NOTE: The x and y axis resolutions in sectors 3 and 6 differ due to the definition
of the axes: the x resolutions in these two sectors coincide with the y resolutions in
the other sectors, and the y resolutions coincide with the x resolutions of the other
sectors.

73



B.3. Plots of Events in Different Detection Sectors

74



B.3. Plots of Events in Different Detection Sectors

75



B.3. Plots of Events in Different Detection Sectors

76



B.3. Plots of Events in Different Detection Sectors

77



B.3. Plots of Events in Different Detection Sectors

78



B.4. Plots of Events of Different Particle Species
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B.5. Plots of Events of Different Particle Energies
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B.6. Plots of Events Created with Different Detector Geometries
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B.7. Plots of Events Created with a Reversed Torus Polarity

B.7 Plots of Events Created with a Reversed Torus

Polarity
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B.8. Plots of Events with Merged Beam Background Files
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