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Monetary policy research using time-series methods has been criticized for using more
information than the Federal Reserve had available. To quantify the role of this criticism,
we estimate VARs with real-time data while accounting for the latent nature of many
economic variables, such as output. Our estimated monetary policy shocks are closely
correlated with typically estimated measures. The impulse response functions are broadly
similar across estimation methods. Our evidence suggests that the use of revised data in
VAR analyses of monetary policy shocks may not be a serious limitation for recursively
identi�ed systems, but presents more challenges for simultaneous systems.
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1. Introduction

Empirical research with vector autoregressions (VARs) typically ignores issues asso-
ciated with data revisions and economic agents�access to only real-time data releases.
An example of this is the literature on monetary policy shocks in VARs (for example,
Bernanke and Blinder (1992), Sims (1992), Christiano, Eichenbaum and Evans (1996,
1999), Sims and Zha (1996) and Bernanke and Mihov (1998)). Each of these studies is
based upon some data series that were not known to anyone during the period of the em-
pirical analysis. Speci�cally, the data used in these studies, as well as virtually all other
macroeconomic time-series research, have been revised relative to the data known at that
time. Since government agencies and private sources do not provide these data conve-
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niently, these shortcuts are rarely questioned.1 The real-time data collected by Croushore
and Stark (2001), however, allow researchers to explore the empirical robustness of many
existing macroeconomic results to this issue. Armed with the original data releases that
were known at that time to business analysts, market participants, policymakers, and the
rest of the interested universe, the econometrician can answer the question, how much of
a di¤erence does this make to empirical analyses of monetary policy shocks?
Addressing this question is complicated by the fact that some data are always revised,

and hence the true underlying economic concept is never observed fully. For example,
aggregate economic activity in the United States is not directly observable, but data on
real GDP are reported and revised by the Bureau of Economic Analysis. The monetary
policy shock literature has focused on how real GDP , for example, is a¤ected by an
exogenous shock to monetary policy. This is an interesting question when real GDP is
taken to be an accurate measure of aggregate economic activity, but the focus should
instead be on the impact of monetary policy shocks on economic activity. Consequently,
when data revisions are accounted for in empirical VAR analyses, the unobserved true
variable must be modeled.2 In standard OLS estimates of autoregressions, this will induce
errors-in-variables biases.
Errors-in-variables issues raise another econometric problem for identi�ed VAR analy-

ses, not simply the literature on monetary policy. Structural shocks are identi�ed based
upon the covariance structure of the VAR innovations. The standard method of es-
timating VAR innovations from the residuals, however, will include data revisions (or
measurement noises). In general, the revision components will be correlated across the
equations in the system. Identifying the economic shocks from the measurement noises
requires more structure on the measurement process. In our empirical example, condi-
tional on having the complete data set, the identi�cation and estimation of the monetary
policy equation is simpler than for other equations because the policy instrument is set
based on observable data.
This paper considers two approaches to addressing the fact that econometricians�macro-

economic data sets are changing over time because of data revisions. The �rst approach is
to assess the sensitivity of VAR estimates across di¤erent data vintages. For example, how
do monetary policy reaction function estimates change when the sample period is �xed
at 1960-1983, but the data are drawn from di¤erent vintages, with di¤erent base years, or
di¤erent methodologies (for example, some vintages that use �xed-weighted data and oth-
ers that use chain-weighted data)? A strength of this vintage robustness analysis is that
it corresponds to typical analyses within the literature. However, this approach does not
explicitly consider how the data revision process takes place, side-stepping a true real-time
analysis. Our second approach considers a statistical model of data revisions and imple-
ments an alternative, real-time estimation strategy to overcome the errors-in-variables
biases. Our method assumes that output, the price level, and monetary aggregates are la-
tent variables that the data collection agency never measures precisely. Given a standard

1Diebold and Rudebusch (1991) investigate this issue for the index of leading indicators. Rudebusch
(1998) criticizes VAR-based estimates of monetary policy reaction functions for ignoring this issue. Or-
phanides (2001) empirically assesses the importance of this issue for Taylor rule estimates.
2Sargent and Sims (1977) provide an early example of this environment. Sargent (1989) and Stock and
Watson (1989) discuss how Kalman �lter methods can be used tractably to estimate these models.
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set of restrictions to identify policy and nonpolicy shocks in the absence of measurement
noises, our analysis with these noises is able to identify the shocks and compute impulse
responses.
Our empirical analysis of the recursively identi�ed Christiano, Eichenbaum, and Evans

(1996) system suggests that many results from the VAR literature on monetary policy are
robust to these issues of real-time data availability. Speci�cally, our analysis of the 1960-
83 estimation period using alternative data vintages (Section 3) uncovers only minor
di¤erences in monetary policy shock measures and impulse responses. Our real-time
analysis of the 1968-91 period (Section 5) also �nds only small di¤erences in the estimated
policy shocks between the real-time estimates and 1998-vintage estimates. The estimated
e¤ects of monetary policy shocks on variables in the system are somewhat smaller in the
real-time system, but qualitatively are remarkably similar. The estimated e¤ects of other
orthogonalized shocks are also similar in the real-time system for the �rst three to �ve
years of responses. After this length of time, however, the price variables in the real-time
system exhibit trending behavior, while the 1998-vintage responses seem to revert to zero.
So, estimated impulse responses may be sensitive to data revisions.
Our analysis of Galí�s (1992) identi�cation strategy indicates that real-time data issues

present more di¢ culties in fully simultaneous VAR systems. When monetary policy and
�nancial market data respond to data revisions, the Galí IS, monetary policy, and money
demand shocks are not identi�ed separately from the data revisions without additional re-
strictions. Galí�s Supply shock is identi�ed by long-run restrictions, and this identi�cation
is not a¤ected by the transitory noise in data revisions. Our estimated impulse response
functions following a Supply shock are qualitatively similar across both the real-time and
a 1998-vintage system.
The paper is organized as follows. Section 2 discusses the relationship between the

VAR literature on monetary policy and real-time information sets. Section 3 investigates
the robustness of two VAR studies to using alternative data vintages in the estimation
over the period 1960-83. Section 4 discusses di¢ culties raised by real-time data issues
in an example, two-variable autoregression, and proposes an estimation strategy. Section
5 reports empirical results for this method applied to the Christiano, Eichenbaum, and
Evans (1996) system. Section 6 examines the di¢ culties of identi�cation in the non-
recursive system of Galí (1992). Section 7 relates our �ndings to other studies. Section
8 concludes.

2. The literature and real-time data issues

The empirical literature that quanti�es the e¤ects of exogenous monetary policy shocks
on the economy proceeds along the following lines. The monetary authority has a policy
instrument St that is set as a function of the state of the economy. A general speci�cation
of the Fed reaction function is

St = f (
t) + "t (1)

where 
t is the Fed�s information set at time t and "t is an exogenous shock. This
speci�cation is embedded in the approaches of Galí (1992); Bernanke and Blinder (1992);
Christiano, Eichenbaum, and Evans (1996, 1999); Sims and Zha (1996); Leeper, Sims and
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Zha (1996); and Bernanke and Mihov (1998). The points of departure in these studies are
the choices of the policy instrument St, the variables included in the information set 
t; as
well as the di¤erent functions f(�), and the correlation structure between the exogenous
shock "t and the information set 
t.
A common approach in these studies, however, is the use of a macroeconomic data

set that was not consistently available during the entire period of the analysis. Each
study uses a vintage data set whose variables have been revised over time, following the
original data release. For example, Christiano, Eichenbaum, and Evans (1996) use a
data set that was collected in mid-1993 and included real GDP data through the fourth
quarter of 1992. Although the real GDP data for 1992:4 had only been revised twice, the
historical data going back through 1960 had been revised many times. Ignoring the e¤ects
of alternative data vintages is apparent in the monetary policy rule (1) since it does not
re�ect the vintage of the data in the information set. Let T re�ect the date of the data
set�s construction by the econometrician. Period T will often be the �nal observation in
the data set, although this does not need to be the case. In this setting, the empirical
policy rule in the existing literature should be restated as

STt = f
�

Tt
�
+ "Tt (2)

One reaction to this criticism is to estimate f (�) using 
Tjt for various data vintages Tj
to see if the estimates di¤er, while holding the full-sample period �xed. Using this ap-
proach, we provide evidence on the robustness of two VAR studies in section 3 (Christiano,
Eichenbaum, and Evans (1996) and Galí (1992)).
A further criticism of most macroeconomic, time-series studies is that the data con-

tained in 
Tt for t < T were not known at time t. In most cases, the data have been
revised; this critique also holds for the approach using 
Tjt . Consequently, even with cer-
tain knowledge of f (�), "Tt will di¤er from the true policy shock (see Rudebusch 1998 and
Christiano, Eichenbaum, and Evans 1999).3 Assuming that the monetary authority uses
a time-invariant function f (�) to set the policy instrument, the reaction function is

Stt = f
�

tt
�
+ "t (3)

The notation with superscript t here indicates that the monetary authority sets the policy
instrument St on the basis of information that is actually available to it during period t.
Are data revisions large enough that the distinction between these di¤erent information

sets (
Tt versus 

t
t) matters for the determination of monetary policy? Research by

Croushore and Stark (2001, 2003) shows that both long-run views of the data and short-
run views can change sharply because of data revisions. Average annual real output
growth over �ve-year periods sometimes changes by as much as 0.5 percentage point; for
example, real GDP growth from 1984:4 to 1989:4 averaged 3.0 percent according to the
NIPA data set in November 1995, but was 3.5 percent according to the NIPA data set in
November 2001. Over the same period, in�ation (measured using the percent change in

3The large majority of seasonally adjusted, macroeconomic time series data are revised for a substantial
period of time. Rudebusch (1998) criticizes the monetary policy shock literature for ignoring this. How-
ever, in principle, the problem is pervasive in macroeconomic time series studies generally. See Croushore
and Stark (2003) for additional examples.
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the GDP de�ator) averaged 3.6 percent in the November 1995 data set but 3.1 percent
in the November 2001 data set. So, one�s view of trend growth in output and in�ation
may be changed dramatically by data revisions. In the short run, even larger revisions
occur. For example, the growth rate of real output for 1977:1 was initially released as
5.2 percent; in the March 2000 data set it is 5.0 percent. But in between it changed from
5.2% to 7.5% (July 1977 NIPA data release) to 7.3% (July 1978) to 8.9% (July 1979) to
9.6% (December 1980) to 8.9% (July 1982) to 5.6% (December 1985) to 6.0% (December
1991) to 5.3% (January 1996) to 4.9% (July 1997) to 5.0% (March 2000). Because our
measures of monetary shocks depend on the estimated relationship between the policy
instrument and output growth as measured in a particular data vintage, it is clear that
those measures may change considerably across data vintages when the underlying data
on output are revised this dramatically. Thus research investigating monetary policy
shocks using �nal revised data is potentially problematic.
The con�ict between the empirical investigation of monetary policy and the actual

setting of policy is troubling in principle. Rudebusch (1998) stresses this con�ict, but
provides only indirect evidence on the economic importance of the issue. To assess the
economic consequences of using revised data, three questions emerge. First, how do the
empirical policy shock measures and policy instrument settings di¤er in equations (2) and
(3)? In general, estimating (2) using standard VAR methods will not recover the reaction
function and policy shocks in (3). Second, is inference about the monetary transmission
mechanism a¤ected by this con�ict? Speci�cally, how are impulse response functions from
policy shocks to other macroeconomic data a¤ected? These questions are far more di¢ cult
to assess than the �rst one. In most cases, computing impulse response functions from
a monetary policy shock requires estimating the VAR equations for the other variables.4

Although monetary policy may plausibly respond to each new data revision as described
in (3), this assumption is somewhat more problematic for real GDP . Should we really
expect that true output will be a¤ected directly by the government�s announcement that
last month�s released �gure for real GDP was half a percentage point too high? Further
assumptions about the non-policy equations are required: assumptions about the data
revision process over time and the information available to economic agents at any point
in time. As the discussion in section 4 indicates, the problems posed by data revisions
range far beyond the monetary policy shock literature. Third, how is the identi�cation
of non-monetary policy shocks a¤ected by data revision issues? Simple examples below
suggest that VAR innovations estimated using revised data will include revision errors.
Since identi�cation of exogenous shocks is achieved by factoring particular covariance
matrices of VAR innovations, the presence of additional covariation due to revision errors
cannot be ignored.

4An exception is the two-step strategy described in Christiano, Eichenbaum, and Evans (1999) for a
particular recursively identi�ed policy rule. Although the two-step strategy is asymptotically justi�able
for any impulse response function, it does require a time series on the exogenous shock. If the exogenous
shock can only be identi�ed with the aid of another variable�s innovation, then the other equation must
be estimated. The identi�cation strategies of Sims and Zha (1996), Galí (1992), and Bernanke and Mihov
(1998) require these additional restrictions.
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3. Monetary policy shock estimates with di¤erent data vintages

Is there a simple way to see if data revisions really matter for the identi�cation of
monetary policy shocks? One way to answer this question is simply to investigate how
changes in the vintage of the data a¤ect the size of monetary policy shocks or impulse
response functions.
Potentially, this issue could be important. In examining the robustness of empirical

macroeconomic studies, Croushore and Stark (2003) found that some empirical results
were strongly a¤ected by data revisions. For example, some of the empirical results
of Hall (1978) and Blanchard and Quah (1989) changed dramatically when alternative
vintages of data were used. In both cases, the sample period used in the empirical work
was not changed, only the date on which the data were measured.
To investigate the robustness of VAR results for measuring monetary policy shocks, we

use the real-time data set of Croushore and Stark (2001), and re-estimate the identi�ed
VAR models of Christiano, Eichenbaum, and Evans (1996) and Galí (1992), using four
alternative vintages of the data. We then examine the degree to which these alternative
data sets lead to di¤ering magnitudes for monetary shocks and the impulse responses to
monetary shocks. We look at data sets that span 15 years. The data, especially NIPA
data, have been revised signi�cantly across that span, and thus could potentially have a
large impact on the empirical results.

Christiano-Eichenbaum-Evans (CEE)

The benchmark CEE quarterly model consists of a recursively identi�ed VAR in six
variables: real GNP (or GDP) (Y ), implicit GNP (or GDP) de�ator (P), nonborrowed
reserves (NBR), federal funds rate (FF ), total reserves (TR), and an index of commodity
prices (PCOM ), where Y, P, PCOM, NBR, and TR are in logs. Using the Choleski
decomposition, the causal ordering of the variables is important, and we use the CEE
benchmark ordering Y, P, PCOM, FF, NBR, TR in everything that follows.
Our real-time data set includes the values of all six variables as they were reported

in macroeconomic data sets in the fourth quarter of each of the following years: 1983,
1988, 1993, and 1998. The federal funds rate and commodity price variables are not
revised, but the other four variables were revised substantially over this time period.
The four vintage dates were selected to be �ve years apart and because each date comes
between benchmark revisions of the National Income and Product Accounts (NIPA). The
1983 vintage was �xed-weighted with 1972 base year; the 1988 vintage was �xed-weighted
with 1982 base year (following the December 1985 benchmark revision); the 1993 vintage
was �xed-weighted with 1987 base year and with GDP rather than GNP as the main
output concept after the November 1991 benchmark revision; and the 1998 vintage was
chain-weighted with 1992 base year following the January 1996 benchmark revision. We
maintain a common sample period for all four vintages of data, using just data from the
sample that is common to all four data sets, 1960:1 to 1983:3.
The VAR is estimated and the monetary policy shocks are taken to be the orthogonal-

ized innovations from the federal funds rate equation. Figure 1 displays three-month,
centered moving averages of the shocks that we estimate, with each of the four di¤erent
lines corresponding to a di¤erent vintage data set.
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The �gure shows that the measured monetary policy shocks di¤er somewhat in mag-
nitude across the alternative data vintages, but they are qualitatively very similar. In
almost every case, the shocks are of the same sign across vintages and display the same
timing in terms of peaks and troughs. In a few cases, they are opposite in sign, as in the
second quarter of 1963 and the third quarter of 1972. In other cases, the data points are
quite a bit di¤erent quantitatively, especially from 1964 to 1965 and 1981 to 1982.
Looking at the impulse response functions (Figure 2) shows somewhat larger di¤erences

across vintages of the data. For output, the price level, and commodity prices, the short-
run response to a fed funds shock is about the same across vintages, but the longer horizon
response is somewhat di¤erent. For nonborrowed reserves and especially for total reserves,
the short-run response to a fed funds shock is considerably di¤erent, but the di¤erences
across vintages are not as large for the longer horizon responses (out 20 quarters). Thus,
impulse responses display only a modest sensitivity to alternative data vintages.

Galí

The CEE model imposes little economic structure on the VAR beyond the monetary
policy reaction function. But much recent empirical work has used economic theory to
impose more structure on the entire VAR, using short-run and long-run restrictions to
provide identi�cation. One such model is that of Galí (1992). The Galí model is a VAR
in four variables, with the growth rate of real GNP (or GDP) (Y ), the quarterly change
in a short-term interest rate (�FF ), the real interest rate, which equals the interest rate
minus the quarterly in�ation rate in the consumer price index (P), and the growth rate
of the real money supply (MONEY ), which equals the log of the nominal money supply
(M1) minus the log of the price level. The only di¤erence between our data and Galí�s is
that we use the federal funds rate, while he used the interest rate on three-month T-bills,
but that di¤erence should matter little for the empirical results.
Imposing identifying restrictions on the VAR allows one to calculate structural shocks

and to generate impulse response functions. Galí imposes three long-run restrictions
on the VAR: money supply shocks do not a¤ect output, money demand shocks do not
a¤ect output, and spending shocks do not a¤ect output. He also imposes three short-
run restrictions: money supply shocks do not a¤ect output contemporaneously, money
demand shocks do not a¤ect output contemporaneously, and the price level does not enter
the money supply equation contemporaneously.
The shocks to monetary policy, shown in Figure 3, are again quite similar across the

1983, 1988, 1993, and 1998 vintages of data. The only surprise is that the 1988 vintage
of the data shows somewhat larger shocks than the other three vintages. But the timing
of all the shocks is identical; they di¤er only in magnitude.
The impulse responses in the Galí model, shown in Figure 4, di¤er a bit across vintages

as well. Again, though, they are qualitatively the same in terms of their general paths.
The revisions seem to a¤ect the impulse response to real money balances the most.
Had the measures of monetary policy shocks and the impulse response functions across

these four vintages been dramatically di¤erent, the robustness of VAR methods for mea-
suring monetary shocks would be in greater doubt. The results from these two models,
however, do not suggest that data revisions are terribly problematic for measuring mon-
etary shocks. But the quantitative di¤erences across vintages are enough to make us
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want to investigate more carefully the e¤ect of data revisions on these empirical methods.
Furthermore, these vintage estimates of the monetary policy rules still include revised
data that were not available to policymakers. To assess the in�uence of real-time data for
monetary policy rules, we now examine the revision process more carefully, and see how
VAR estimates may be a¤ected by di¤erent types of revisions to the data.

4. Estimating a recursively identi�ed VAR with real-time data

To investigate the in�uence of real-time data issues for estimating VARs, we specify
a two-variable, recursively identi�ed example and impose structure on the data revision
process. The methods adopted here for estimating and analyzing the two-variable system
extend easily to higher order systems. The VAR includes two distinct types of variables.
The �rst type is �nancial data, like the federal funds rate (FF ), that are set on the
basis of real-time data and do not get revised. The second data type is revised over
time, like real GDP (Y ): its time-series law of motion is speci�ed in terms of an under-
lying, latent variable that is measured imperfectly. In one respect, the real-time policy
and �nancial variable equations are the simplest to estimate: given the actual real-time
data and recursiveness assumptions, these equations can be estimated by ordinary least
squares. By placing su¢ cient structure on the historical data revision process, we deduce
an instrumental variables estimation strategy for the nonpolicy equations.

A recursively identi�ed VAR

In this example, we take the true data-generating process to be a two-equation identi�ed
VAR. The monetary authority sets the federal funds rate FFt on the basis of its own past
history, and the data reported for Y at time t. We will refer to Y as output, but it can
just as easily be a vector of data. The law of motion for the true, unobserved output
series Y �t is distinct from the data reporting process. The system of equations is:

FFt = AFF (L)FFt�1 + AY (L)Y
t
t�1 + aY Y

t
t + "1t (4)

Y �t = BFF (L)FFt�1 +BY (L)Y
�
t�1 + "2t (5)

Specifying the policy reaction function in real time requires explicit assumptions about
the way data revisions in�uence policy. Equation (4) is based upon data known at time t,
namely, Y tt ;FFt�1; Y

t
t�1;FFt�2; Y

t
t�2; ; etc.

5 Equation (4) makes a strong assumption: FF
will respond systematically to changes in the reported data even when the underlying Y �

does not change. The assumption may be reasonable because Y � is not directly observed.
Equation (5) is the law of motion for Y �t and has two features worth noting. First, the

data revisions in�uence Y � indirectly through their e¤ects on FF and monetary policy.
Second but more critical, the latent variable Y � depends upon its own history and not
directly on the history of real-time data releases. This relationship might emerge in an
economy where agents see the true economic allocations, while the monetary authority
sees only error-ridden measures. Although this assumption has its shortcomings, the
alternatives may be worse. Our assumption could be questioned because central banks

5Superscripts refer to the reporting vintage of the data, while subscripts refer to the observation period.
Notice that the lag operator L operates on the observation date only, and not the data�s vintage date.
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expend many resources to measure and understand the state of their economies each
period. Considering the fact that the Federal Reserve already purchases certain types of
�nancial data from private companies, they would clearly pay to observe Y �t if private
agents actually knew that information. An alternative line of reasoning might assume
that no one in the economy observes Y �. This could be accommodated by also including�
Y tt�s; s � 0

	
in equation (5), or simply its revisions. In this case, however, it is di¢ cult

to think about state-contingent allocations, market-clearing, or prices. This approach is
worth investigation, but has not been pursued here.
This system of equations is written as a recursively identi�ed VAR, with the "1t and

"2t shocks assumed to be exogenous, and uncorrelated with the other right-hand-side
variables. The vector of exogenous shocks "t =

�
"1t "2t

�0
has a diagonal covariance

structure.
Each period the output data are revised. The data revision process has the following

form:6

Y tt = Y �t + g
�
t (6)

Y t+st = Y t+s�1t + ht+st ; 8s > 0; 8t (7)

The initial data release is Y tt , and equation (6) indicates that Y
t
t is an imperfect measure

of Y �t , given the error term g
�
t . Each period t+ s, the previously released data are revised

by ht+st according to (7) : Taken together, equations (6) and (7) indicate that the latest
data release Y Tt is also an imperfect measure of the unobserved, true output variable Y �t
and that subsequent data releases will also be imperfect measures. Although we do not
speci�cally restrict the revision process ht+st , the revision structure does not imply that g�t
will ever be eliminated. Indeed, the simple observation that data continue to be revised
inde�nitely suggests that a permanent wedge exists between Y t+st and Y �t .

Estimation di¢ culties with period T-vintage data

Suppose an econometrician uses the most recent data releases to estimate equations
(4) and (5) by OLS. Often these data are referred to as ��nal, revised data�; but since
the data continue to be revised, we refer to these data as period T -vintage data on Y Tt .
Using the revised data Y Tt in place of Y tt and Y

�
t , the system of equations becomes

FFt = AFF (L)FFt�1 + AY (L)Y
T
t�1 + aY Y

T
t + w

T
1t (8)

Y Tt = BFF (L)FFt�1 +BY (L)Y
T
t�1 + w

T
2t (9)

The critical questions revolve around the correlation structure of the error terms wT1t and
wT2t and their relationship to "1t and "2t.

7 Given the revision process and the true laws of
motion, it can be shown that

wT1t = "1t � aY
T�tX
s=1

ht+st � AY (L)
T�tX
s=1

ht+st�1

wT2t = "2t +

T�tX
s=1

ht+st �BY (L)
T�tX
s=0

ht+st�1 + g
�
t �BY (L)g�t�1

6Our data are measured in natural logarithms for our VAR estimation, except for FF . Consequently, we
need to assume that these revisions take place with respect to the log of the series.
7See Rudebusch (1998) for a discussion of these issues with respect to the monetary policy equation.
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When the econometrician estimates equations (8) and (9) with OLS, the estimated re-
gression coe¢ cients are likely to be biased. In general, the error terms wT1t and w

T
2t are

correlated with the regressors in both equations. Note that wT1t and w
T
2t contain revi-

sions to date t variables, date t � 1 variables, and so on, which are correlated with the
right-hand-side variables in equation (8) and (9), Y Tt and Y Tt�j; j = 1,2, ..., except under
special assumptions. In addition, wT2t contains measurement wedges g

�
t � di¤erences

between the initial measure of the variable and its latent value � which will in general
be correlated with the right-hand variables in equation (9).
Because OLS estimators are biased, we look for alternative estimation methods, the

use of which depends on the manner in which the data are constructed. Polar cases
of data construction include: (1) methods by which revisions to data incorporate news,
which is the case when the data agency uses all available data (not just its own sample
measuring the data in question) to construct an optimal estimate of the data series in
question; and (2) classical measurement error, in which revisions to the data reduce noise,
which is the case when the data agency draws an unbiased sample, uses only that sample
in constructing its data series, but fails to account for correlations between its data series
and other data (not included in its sample) that are available at the time. Of course, data
reporting agencies do not directly state which category their reporting method belongs to.
Key tests of the extent to which data represent noise or news were undertaken by Mankiw,
Runkle, and Shapiro (1984), Mankiw and Shapiro (1986), and Croushore and Stark (2003).
The Croushore-Stark results suggest that for most macroeconomic variables, revisions
between the initial release and one year later are best characterized as containing news,
while revisions after one year cannot be easily characterized�they are a mixture of news
and noise.
Based on the outcome of the tests for news and noise, we develop consistent estimators

for the parameters in equation (9). Clearly, the consistency of these estimates will also
depend on the validity of the auxiliary assumptions about the data revision process.

Using real-time data to estimate the real-time policy equation

Suppose that the econometrician has the original data for each period, as it was initially
released and subsequently revised. For the monetary policy reaction function (4),

FFt = AFF (L)FFt�1 + AY (L)Y
t
t�1 + aY Y

t
t + "1t

the econometrician can estimate this equation precisely with the vintage data
�
Y tt�s; s � 0

	
.

Owing to the recursiveness assumption, OLS is consistent. That is, CEE and much of the
literature with recursive-identi�cation restrictions assume that monetary policy shocks are
contemporaneously uncorrelated with output and prices. A natural additional assump-
tion with real-time data is to assume that monetary policy shocks are contemporaneously
uncorrelated with true output Y �t and the measurement wedge g

�
t . Consequently, since

Y tt = Y �t + g
�
t and E [Y

�
t "1t] = E [g�t "1t] = 0; all of the right-hand-side variables are or-

thogonal to "1t: Consequently, the exogenous monetary policy shock "1t can be recovered
as the OLS residual without being polluted by data revisions.

Using di¤erent data vintages as instruments
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A major stumbling block in estimating equation (9) is that true output Y �t is never fully
revealed in the period T -vintage revisions. The error term wT2t includes the wedge terms
g�t . If, instead, Y

T
t were to reveal Y �t for some T su¢ ciently large relative to t, then the

measurement errors would disappear from wT2t completely. In that case, OLS estimation
on the output autoregression would recover the true parameters asymptotically as well as
the exogenous shocks.
Of course, data revisions never come to a �nal conclusion. For example, even though

no new source data is being collected for 1959 real GDP , those data do get revised
periodically. Speci�cally, when the base year is changed, or the concept is altered, there are
data revisions. But it seems plausible to assume that there is some date beyond which all
the data revisions are insubstantial and random. That is, realGDP continues to be revised
substantially as new income tax information comes in over the years. Also, seasonal
adjustment procedures require a number of years of data to eliminate the stochastic
seasonals. But beyond some threshold period, it seems reasonable to assume that the
adjustments are completely random with respect to previous years of benchmark revisions
(which is consistent with the Croushore-Stark "news or noise" results). In our empirical
work below, we select a three year threshold, which seems consistent with the way the
BEA revises NIPA data using new source data information. Initial quarterly NIPA releases
require assumptions about a variety of monthly data that have not yet been released, such
as inventory, trade and corporate pro�t data. As these monthly data become available,
the initial assumptions are replaced by data actuals. Some time later, small data samples
give way to larger, more complete data sources that more closely approximate the sample
universe, such as employment and industry breakdowns. Still later, tax, regulatory and
periodic census surveys continue to re�ne data releases. For the NIPA data releases,
most of these revisions in source data occur within three years, so we take this to be our
threshold for assuming independence across benchmarks. Within a benchmark revision,
however, the measurement errors may be serially correlated because of interpolation and
spreading of annual source data information to quarterly measures.
This discussion motivates our statistical model of benchmark data revisions:

Y t+st = Y �t + �
t+s
t ; s � J: (10)

After the threshold J periods have elapsed, the reported data Y t+st measure the true
Y �t up to a measurement error �

t+s
t which is independent of Y �t and �

t+s0
t (where s0 6= s,

and s; s0 � J). This model of benchmark revisions allows us to construct an instrumental
variables estimator for the output equation (9). Two remarks are useful. First, our
measurement theory assumes that new sets of � are drawn each quarter for revised data
that are more than J periods from the initial release. A weaker assumption that our
estimation strategy implements below is to rely on this assumption only across di¤erent
benchmark vintages. Speci�cally, we assume that the 1995 and 1998 data vintages contain
independent �1995 and �1998 measurement errors. Second, in the period T-vintage data,
we restrict the sample period to the Y T observations with �T measurement errors, so that
the error term wT2t is

wT2t = "2t + �
T
t �BY (L)�Tt�1; t � T � J
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In this part of the sample, �Tt�s revisions are correlated with Y
T
t�s and the standard mea-

surement error bias result obtains for OLS estimation. However, the �Tt�s are orthogonal
to Y �t�s, and also the earlier vintage errors embedded in FFt�j from the policy reaction
function.
Within this sample period, the measurement errors embedded in FFt�1 are indepen-

dent of the �T measurement errors in wT2t: Consequently, estimation by an instrumental
variables approach needs to deal only with the Y data. To this end, notice that the
revision errors g�t and h

t+s
t are orthogonal to the �T revision errors, once J periods have

elapsed from the initial release of the data to ensure that all remaining revisions are or-
thogonal noise. Given the data vintage denoted by Y T , we select another data vintage
Y T

0
. The �nal time period T 0 < T , by assumption (just a normalization). In practical

terms, Y T and Y T
0
we take to be from the October 1998 and October 1995 releases of

the National Income and Product Account data, respectively. In addition to new source
data, the 1998 NIPA data are in chain-weighted dollars, while the 1995 NIPA data are in
�xed-weight 1987 dollars. Let the estimation period range from observations 1 to T 0� J ;
this means that all of the data have entered the stage of independent benchmark errors.
Consequently, Y T

0
t�s is a valid instrument for Y

T
t�s. That is,

E
h
Y T

0

t�s w
T
2t

i
= E

h
Y T

0

t�s
�
"2t + �

T
t �BY (L)�Tt�1

�i
= 0:

These orthogonality conditions imply consistent estimation of the parameters in the out-
put equation (9).8 Given consistent parameter estimates, the two data vintages yield two
residuals wT2t and w

T 0
2t , which are error-ridden measures of the output shock "2t. However,

the errors are independent of each other. The variance of "2t can be estimated by the
sample covariance of these two residuals, and instrumental variables methods can be used
to construct impulse response functions.
This model of benchmark revisions does have testable restrictions. An implication of

equation (10) is that the cross-covariances of the growth rates should be equal,�Y Tt �Y
T 0
t�j and

�Y Tt�j�Y
T 0
t .

9. Table 1 reports generalized method of moments estimates of the �rst four
autocorrelations of �Y �t using eight moment conditions implied by

�j = E
h
�Y Tt �Y

T 0

t�j

i
= E

h
�Y Tt�j�Y

T 0

t

i
;

as well as four restrictions to estimate the just-identi�ed means and variances of �Y Tt and
�Y T

0
t . Estimates are reported for the four variables in the CEE system that are subject

to data revisions: real GDP, the GDP de�ator, nonborrowed reserves, and total reserves.
As we mentioned above, our two data vintages come from the October 1995 and October
1998 releases of the National Income and Product Accounts. Our sample period runs from
the �rst quarter of 1968 through the third quarter of 1991, the same sample period as our

8It should be apparent that Y Tt and Y T
0

t are not weak instruments for each other in this estimation
strategy. For the 1995 and 1998 data vintages that we investigate below, these instruments easily passed
�rst-stage F -tests.
9Equation (10) refers to the log-level of real GDP. With trending real GDP, the cross-product matrices
Y Tt Y

T 0

t�j will not be �nite asymptotically. So it is convenient to restate the restrictions in terms of log
�rst-di¤erences.
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VAR estimation in section 5. From Table 1, the autocorrelation patterns are not surprising
for the latent variables. Output growth and in�ation are positively auto-correlated. The
strong persistence in in�ation suggests wide con�dence bounds on any valid inference
regarding I(0) or I(1) behavior. The autocorrelation properties in nonborrowed and
total reserves di¤er over this period, re�ecting the many changes in operating procedures
during this period. More interestingly, there is little evidence against the overidentifying
restrictions as reported by the J � statistic. The largest test statistic is for real GDP
growth, although the p-value is only 0.15. Over the longer sample period beginning in
1960, the test statistic increases with a p-value of 0.08. This is likely due to the inclusion
of earlier time periods where the baskets of goods di¤er more substantially. Nevertheless,
for our sample period, the empirical evidence provides support for implementing the IV
estimation strategy using 1995 and 1998 vintage data.

Computing impulse response functions

Given the parameters in equations (4) and (5), it is natural to compute impulse re-
sponse functions from one-time exogenous shocks "1t and "2t at time t to the paths of�
FFt+j; Y

�
t+j

	
for all j � 0. The data revision process complicates these calculations:

at time t, the policy reaction function responds to the initially reported data Y tt and its
revisions to previously released data Y tt�s. Consequently, the response of data revisions
to the exogenous shocks must be known in order to compute the response of FF . Recall
that the revision process follows

Y tt = Y �t + g
�
t (11)

ht+st = Y t+st � Y t+s�1t ; 8s > 0; 8t: (12)

Given the real-time data set for Y from Croushore and Stark (2001), the revision process
ht+st is an observable data series for each s > 0. We assume that the s�revision ht+st

is a stationary process that is independent of the exogenous shocks "1t and "2t.10 This
assumption presumes g�t is una¤ected by the exogenous shocks, so that its response is
zero. Therefore, although the unconditional distribution of

�
FFt+j; Y

�
t+j

	
depends on the

economic shocks "t and the measurement noises ht+st and g�t , the conditional responses
following an "t shock assume that ht+st and g�t are zero.

5. Empirical results for recursive identi�cation in a real-time data VAR

To investigate the implications of using real-time data in a VAR, we estimate the 6-
variable CEE system described in Section 3. We use the Croushore-Stark real-time data
set. The variables are real GNP (or GDP ) (Y ), the implicit GNP (or GDP ) de�ator
(P ), an index of commodity prices (PCOM), the federal funds rate (FF ), nonborrowed
reserves (NBR), and total reserves (TR). The data are in logs, except for FF . The two
data vintages to be used as instruments for the latent variables are T 0 = 1995:3 and T =
1998:3. We take the benchmark threshold to be J = 12 quarters, so our estimation period

10In a previous draft, we allowed the revisions to depend on the identi�ed shocks "1 and "2, perhaps
because of optimal statistical �ltering rules studied by Sargent (1989). The qualitative results from that
analysis were similar to the ones reported here.
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runs from 1968:1 through 1991:3. The starting date is determined by the availability of
real-time data. With J = 12, our ending date could be as late as 1992:3. However, we
end our sample in 1991:3, which is the �nal release of NIPA data using 1982 constant
dollars. Our 1995 and 1998 data vintages are considerably di¤erent: the former is in
�xed-weighted 1987 dollars, while the latter is in chain-weighted 1992 dollars, and there
are a number of de�nitional di¤erences in GDP. In addition, all of the real-time NIPA
data used in the monetary policy rule have �xed-weight base years di¤erent from the 1995
and 1998 data vintages. These contrasts align well with our assumption of independent
measurement errors among the real-time data and within data vintages that extend twelve
quarters beyond the end of our sample.
Although the basic estimation strategy follows the discussion in Section 4, some details

require further clari�cation. In what follows, it will be helpful to de�ne Z1 =
�
Y P

�0
and Z2 =

�
NBR TR

�0
. First, the federal funds rate equation is estimated with real-

time data for each of our six variables, which is the obvious generalization of equation
(4):

FFt = A(L)
0 � Zt01t�1 PCOMt Zt02t�1

�0
+ a01Z

t
1t + a2PCOMt + "FF;t (13)

where A(L) is a 5 � 1 vector polynomial in the lag operator L, which acts on the time
subscript only (not the data vintage superscript); and a1 is 2 � 1 vector. The monetary
policy shock is "FF;t. Second, the structural system of nonpolicy equations can be written
as24 b11 0 0
b21 b22 0
b31 b32 b33

3524 Z�1t
PCOMt

Z�2t

35 =

24 B11(L) B12(L) B13(L)
B21(L) B22(L) B23(L)
B31(L) B32(L) B33(L)

3524 Z�1t�1
PCOMt�1
Z�2t�1

35 (14)

+

24 0
0

b3;FF

35FFt +
24 B1FF (L)B2FF (L)
B3FF (L)

35FFt�1 +
24 "�1t
"�PCOM;t
"�2t

35
where Z�1t =

�
Y �t P �t

�0
, a 2� 1 vector of latent variables; PCOM is a scalar, observ-

able basket of market prices that does not get revised; and Z�2t =
�
NBR�t TR�t

�0
is a

2 � 1 vector of latent variables. Third, as the latent variables are not observed by the
econometrician, the latest vintage data is used in estimation, Z981t and Z

98
2t . As the discus-

sion in Section 4 developed, for our sample period ending in 1991:3, the 1995 vintage data
are valid instruments for overcoming the measurement errors in the 1998 vintage data in
estimating equation (14). For the variable PCOM , no instruments are required. Since
we assume that economic agents observe each of the latent variables in the economy and
the observable federal funds rate, PCOM is not contaminated by measurement errors nor
is it in�uenced directly by measurement errors. However, since estimating the PCOM
equation involves the use of Z981t and Z

98
2t in place of the true, latent variables Z

�
1t and

Z�2t, Z
95
1t and Z

95
2t are used as instruments in the PCOM equation.11 Finally, b11 and b33

are lower triangular, so the order of orthogonalization for studying nonpolicy shocks is

11We have also estimated by OLS the PCOM equation using real-time data. That is, treating PCOM
as a function of measured output rather than latent output, in the same way that the FF equation is
estimated. Those results are similar to the ones reported below.
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Y; P; PCOM;FF;NBR; TR. Given consistent estimates of the coe¢ cients of equations
(14), two measures of each nonpolicy structural shock can be obtained by using 1995
and 1998 vintage data. The 1998 measure is immediately obtained from the estimation
results, but the 1995 measure is constructed by replacing the 1998 vintage data with the
1995 vintage data using the same consistent coe¢ cient estimates. The variance of the
structural shocks can be estimated as the covariance between the 1998 and 1995 shock
measures, since the measurement error terms are independent.
Figure 5 displays the estimated FF policy shock using real-time data and an FF policy

shock estimated from the �xed 1998:3-vintage data set (as a typical VAR is estimated).
Unlike Figure 1 which displayed centered, moving-average errors, Figure 5 displays the
actual, quarterly FF policy shocks in order to highlight the quarter-to-quarter compar-
isons. Overall, the series are remarkably similar. The correlation over the full-sample
period is 0.88, and 0.72 over the more recent period 1987-91. The standard deviations of
the two shocks are 77 and 89 basis points for the real-time and 1998:3-vintage data mea-
sures, respectively. Nevertheless, there are some notable di¤erences. First, in the third
and fourth quarters of 1974, the 1998:3-vintage data overstates the volatility of exogenous
monetary policy, relative to the VAR based on data available to policymakers. Romer
and Romer (1989) selected April 1974 as a date when the Federal Reserve explicitly chose
to sacri�ce output in order to reduce an exogenous burst of in�ation. The real-time VAR
residuals indicate that this was a period when the FOMC was responding in a rather
typical fashion to the data they were given. Second, the three large contractionary shocks
in 1980:4, 1981:2, and 1982:1 are overstated in the 1998:3 vintage data by 110, 60, and 70
basis points, respectively, when compared with the VAR based on data the FOMC had
access to. Third, the two series appear to become less contemporaneously aligned since
the stock market decline in 1987. The real-time exogenous tightening in 1988 leads the
1998:3 vintage by a quarter throughout the year, and the subsequent exogenous easing
through 1989 is similarly misaligned. In spite of this, the general assessment of exogenous
monetary policy as being tight or loose over the course of a four quarter period will not
di¤er appreciably across these two measures.12

Figure 6 displays the impulse responses from the FF shock for the estimated real-time
system (with its 95 percentile con�dence bands as short-dashed lines) and the 1998:3 vin-
tage estimates (without con�dence bands).13 The similarity across the two VAR systems

12Rudebusch (1998) �nds that FF residuals from a monthly VAR are quite di¤erent from forecast errors
inferred from the Federal funds futures market over the period 1989-1996. In addition to the di¤erence
in information sets across the two analyses, futures market participants do not necessarily presume that
monetary policy follows a linear, time-invariant feedback rule. Consequently, Rudebusch�s (1998) evidence
from futures market data cannot isolate the e¤ect of real-time data for VAR policy shock measures.
13Bootstrap con�dence bands are constructed in a straightforward manner. The data-generating process
is taken to be the VAR estimates of the nonpolicy equation (14), the FF monetary policy rule (13), the
error variances estimated from the ht+st data according to equations (11) and (12), and the variances
�98t and �95t for each macroeconomic variable that is subject to data revisions based upon equation
(10). In order to minimize the in�uence of di¤erent trends in vintage data due to changes in concept
de�nitions, we estimated the �98t and �95t variances using only the last six years of data. In each case,
we assume that V ar(�98t ) = V ar(�95t ), and estimate V ar( �

98
t ) =

1
2V ar(Y

98
t � Y 95t ). For each Monte

Carlo draw, serially independent errors are drawn according to the DGP and simulated data series are
constructed. The system of equations is estimated and impulse response functions are computed. The
95 percent con�dence bands are 95 percentile bands from 500 Monte Carlo draws. The point estimates
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is striking. Relative to the 1998:3 vintage estimates, the real-time FF response displays
slightly less persistence. The real-time output price and commodity price responses are
a bit shallower than the revised data estimates. To informally assess the uncertainty
surrounding these point estimates, there are two obvious metrics. First, the reported
bootstrap con�dence bands around the real-time impulse responses typically cover the
response paths around the 1998 vintage estimates. Exceptions to this are the responses
of Y �, P �, and PCOM� after the �rst year, and the �rst year responses of FF . The per-
centile bands are somewhat wider than Christiano, Eichenbaum, and Evans (1999, Figure
2) report in a similar system for quarterly data. Nevertheless, inference about the e¤ects
of a monetary policy shock is largely una¤ected because the qualitative responses are very
similar. A contractionary policy shock reduces Y � and PCOM� signi�cantly in the �rst
two years, while P � most likely falls (but with very little precision in the estimates). The
liquidity e¤ect on impact is signi�cantly di¤erent from zero, but its persistence is a bit
less than CEE �nd in their analysis, which ignores data revisions. A second metric for
assessing uncertainty focuses on the 1998 vintage estimates. Unreported 95 percentile
bands around the 1998 estimates cover the real-time impulse responses. Taking account
of this joint uncertainty, the real-time and 1998 vintage analyses appear to be similar.14

Figure 7 displays the system�s response from an exogenous shock to true output Y �t .
Except for the commodity price and de�ator paths after 3 years, the responses are quite
similar across estimation methods. The 95 percentile bands cover the 1998 vintage re-
sponses in most cases. The largest discrepancies involve the responses of P � and PCOM�

in Figure 7. The real-time estimates seem to be estimating a trending response from Y �

shocks to prices, while the 1998 vintage estimates revert to a stationary path. This could
be the case if the real-time data estimation is more closely estimating a unit root for
the price variables, than for the revised vintage data. Not surprisingly, the error bands
o¤er no persuasive evidence on the signi�cance of these long-horizon responses. Similar
observations apply for the responses to P � and PCOM� shocks which are not displayed.
For the CEE recursive identi�cation of monetary policy shocks and other orthogonalized
shocks, there is little evidence that using real-time data in the estimation alters the lit-
erature�s conclusions about the e¤ects of monetary policy shocks on the U.S. economy
during this period.

6. Galí empirical results

Real-time data issues can pose daunting identi�cation issues for nonrecursive systems
of simultaneous equations. Although Galí�s (1992) assumptions are su¢ cient to identify
four economic shocks when real-time data issues are ignored, vintage measurement is-
sues defeat Galí�s identi�cation of all but the long-run supply shock. Simultaneity from
�nancial market data generally creates identi�cation di¢ culties unless further restrictive
assumptions are made about the time series properties of measurements.

of the responses correspond to the real-time estimates.
14Revisions toNBR and TR are relatively small, and a referee has suggested investigating the implications
of assuming that Fed policymakers know their true values. To consider this case, we take the 1998 vintage
data for NBR and TR as �nal, and use this in the FF equation. In addition, as we do for PCOM , we
treat Z2t as observable in equation (14). The estimated impulse responses are qualitatively unchanged
from our main results.
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Simultaneity creates identi�cation problems

The essence of the real-time data problem comes from the contemporaneous correla-
tion between real allocations and �nancial market data that respond to measurement
errors. Although the four-variable Galí (1992) system shares these problems, the previous
example is simpler and can be augmented to reveal the problem:

FFt = AFF (L)FFt�1 + AY (L)Y
t
t�1 + aY Y

t
t + "1t (15)

Y �t = BFF (L)FFt�1 +BY (L)Y
�
t�1 + aFFFFt + "2t (16)

Y tt = Y �t + g
�
t (17)

Nonzero values for aY and aFF imply a nonrecursive system � that is, a fully simultaneous
system. OLS estimation of the policy equation using the real-time data is not consistent
due to E [Y tt "1t] 6= 0: Y tt is correlated with "1t via its dependence on FFt (aFF 6= 0).
Similarly, simultaneity causes E [FFt "2t] 6= 0, which cannot be overcome by using the
1995 and 1998 vintage data: FFt is correlated with "2t via its dependence on Y tt and Y

�
t

(aY 6= 0). Therefore, the structural equations cannot be estimated directly, the way they
could with the recursively identi�ed system (4; 5).
In addition, any reduced-form VAR representation for the two variables FF and Y �

will involve three shocks15: "1t, "2t, and g�t . Identifying the two economic shocks "1t
and "2t from only two data series FF and Y � is not possible without placing additional
structure on the g�t process.

16 Consequently, the presence of an unmeasurable wedge h�t
defeats identi�cation of a system that would otherwise be identi�ed in the absence of
these real-time issues.

Identi�cation of the Galí supply shock

Interestingly, the problems of simultaneity with real-time data do not defeat identi�-
cation through the long-run restrictions in the Galí system. The structural equation for
output growth can be written as

�Y �t = A11(L)�Y
�
t�1 +A12(L)�FFt +A13(L)�

M�
t

P �t
+A14(L) (FFt ��P �t ) + "

supply
t (18)

Simultaneity and the contemporaneous values of �FFt, �
M�
t

P �t
, and (FFt ��P �t ) defeat

the consistency of OLS estimation. But the long-run restriction that only the supply
shock can permanently a¤ect Y �t implies a root on the unit circle in the polynomials
A12(z), A13(z), and A14(z), where z is a complex variable. This leads to an instrumental
variables estimator using the di¤erences of �FFt, �

M�
t

P �t
, and (FFt ��P �t ). Although the

latent variables are not observable, the 1998 and 1995 vintage estimation can be used to
identify "supplyt .

15Assuming Y � is an observable series is merely a simplifying device. Allowing for the latent nature
of Y �, the 1998 and 1995 vintage analysis can make these statements precise at the cost of additional
notation.
16For example, rich patterns of serial correlation in g�t may identify the serially uncorrelated "1t and "2t
apart from g�t .
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Figure 8 displays the impulse responses from the estimated real-time system following
a supply shock, as well as a 1998 vintage impulse response. Ninety-�ve percent error
bands from bootstrap Monte Carlo simulations are displayed for the real-time system.17

Although the error bands are quite large, the impulse responses for the real-time and 1998
vintage estimates are quite similar. An expansionary long-run supply shock increases Y �

substantially after two or three quarters. Only the output response is estimated with
any reasonable precision. The error bands for the other responses cover zero throughout.
Nevertheless, the point estimate of the price level response P � falls, and the monetary
policy instrument FF is estimated to fall initially in response to the lower in�ationary
pressures �P �. The systematic response of monetary policy modestly constrains real
activity following a technology shock: the real interest rate is primarily positive after
two quarters. The rise in M1 is plausibly an endogenous response to the increase in
output, in which case the real interest rate rise prevents a larger increase in money. Most
importantly, apart from adding a good deal of additional uncertainty from the wider error
bands, the real-time system is not very di¤erent from a 1998 vintage estimate.
In spite of the similarity between these responses, the lack of identi�cation for a mone-

tary policy shock, IS shock or money demand shock in a real-time data system stands in
sharp contrast to the typical identi�cation which ignores real-time data issues. To assess
whether those identi�cations are robust to real-time data revisions requires placing more
structure on the measurements. That is a subject for further research.

7. Comparison to other real-time data literature

Our estimated impulse responses following a monetary policy shock display broad ro-
bustness to allowing for data revisions in real-time monetary policy reaction functions.
This feature is clear from Figures 2 and 4 which display alternative data vintage esti-
mates of impulse responses following CEE and Galí monetary policy shocks (Section 3).
In contrast with other real-time data empirical studies, a key feature of our approach
in Section 6 is to recognize that data revisions are never ��nal�and to apply an econo-
metric approach that recognizes this continuing uncertainty about the �true�values of
key macroeconomic variables. While the Galí monetary policy shock cannot be sepa-
rately identi�ed from the measurement noises in these real-time data circumstances, the
identi�ed CEE monetary policy response is broadly similar across estimation strategies.
Overall, our �ndings strongly suggest that the evidence on the monetary transmission
mechanism from the VAR literature (as surveyed by Christiano, Eichenbaum, and Evans
(1999)) continues to be valid in the presence of real-time data issues.
Much of the recent literature on real-time monetary policy has focused on the robust-

17Since the full vector of economic shocks is not identi�ed, the procedure described in footnote 13 must be
modi�ed. First, the data generating process for measured output is taken to be the 1998 vintage equation.
Simulations of Y 1998t can be drawn. Second, to generate simulated data for Y 1995t that respect the implicit
Y �t simulations within the Y

1998
t draws, draw normally-distributed error terms for Y 1995t �Y 1998t and add

to the Y 1998t simulations. Third, real-time data Y tt simulations are constructed in a similar fashion. Draw
normally-distributed error terms for Y tt � Y 1998t and add to the Y 1998t simulations. With Y tt simulations,
the data revisions Y t+st are constructed as before. This algorithm is repeated for the other data series.
Given simulated real-time and vintage data, the impulse response can be computed for each Monte Carlo
draw.
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ness of monetary policy rules explicitly, and somewhat less on the monetary transmission
mechanism. Orphanides (2001) shows how Taylor�s (1993) original �ndings are very sensi-
tive to his use of revised data, and that the Federal Reserve�s information set, gleaned from
actual Greenbook data, would have pointed to di¤erent policy prescriptions. Bernanke
and Boivin (2003) �nd less sensitivity when they estimate forward-looking Taylor rules
using Stock and Watson (2002) factors constructed from a real-time data set and its most
recent ��nal data� counterpart. They �nd no appreciable di¤erences between the real-
time and �nal data sets for forecasting, and hence Taylor rule prescriptions. Bernanke and
Boivin�s focus on large data sets is somewhat more like our VAR analyses, as compared
with simple Taylor rule studies where the real-time assessment of the output gap is the
crucial element. In terms of the monetary transmission mechanism, Orphanides (2003a,
b) and Rudebusch (2001) study a host of information di¢ culties facing the Federal Open
Market Committee in setting monetary policy, and provide many insights on how the
federal funds rate and the macroeconomy would have behaved di¤erently in those cases.
Using a small set of macroeconomic equations for theoretical tractability, these later pa-
pers provide evidence on alternative operating characteristics of the U.S. economy under
these information constraints. Although the monetary transmission mechanism is embed-
ded in the summary statistics of Orphanides and Rudebusch�s simulations, they do not
display alternative responses of macroeconomic variables to identi�ed exogenous economic
shocks. Another feature distinguishing our analysis from theirs is the relative treatment
of ��nal, revised� data. Although Orphanides and Rudebusch study cases where the
monetary authority is faced with measurement errors in the real-time data, both authors
at some point assume that the true data is revealed to the econometrician in the latest
vintage of ��nal, revised� data. Although this is a convenient simplifying assumption,
their empirical analysis could well change with revisions to these ��nal data� through
later vintages of data. Our analysis of Section 5 explicitly accounts for the inevitability
that our most recent data will be revised in the future, and consequently provides critical
new evidence of robustness.
Prior to our study, Croushore and Stark used real-time data to investigate estimated

VAR impulse responses. Croushore and Stark (2003) used di¤erent vintages of GDP
data to assess the robustness of Blanchard and Quah�s (1989) identi�cation of supply and
demand shocks. They found that the estimated supply shock responses were very sim-
ilar across data vintages; however, the demand shock impulse response functions varied
substantially. Croushore and Stark�s robust supply shock responses accord well with our
empirical estimates showing that the Galí (1992) supply shock responses are similar when
allowing for real-time data issues or when ignoring those issues (Section 6). In comparing
our results for demand shocks in a VAR with long-run restrictions, our real-time analy-
sis of Galí�s non-supply shocks in Section 6 indicated that we could not identify these
economic shocks from residual data revision noises. However, our analysis of di¤erent
vintage estimates of Galí monetary policy shocks in Section 3 found robust results, seem-
ingly in constrast to Croushore and Stark for the Blanchard and Quah demand shock.
Unfortunately, there cannot be a clean comparison of the Galí monetary policy shock to
the Blanchard and Quah demand shock. Presumably, the Blanchard and Quah demand
shock represents an amalgam of monetary policy shocks as well as money demand, �scal
policy, and a large variety of general aggregate demand shocks. Interestingly, Croushore
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and Stark trace this lack of robustness across data vintages to varying degrees of weak in-
strument problems associated with the long-run identi�cation of the demand shock. This
is a vexing problem for comparing empirical analyses over di¤erent periods of time, even
when the sample periods are identical. One approach is to check for the validity of the in-
struments at each stage of the analysis and estimation, as Croushore and Stark do. While
this is an increasingly standard approach in careful empirical studies, potential di¢ culties
may remain. For example, the initial analysis may �nd a valid set of instruments; but
�ve or ten years later, the data agency may change to reporting new vintage concepts of
GDP that render the identi�cation weak. Following the approach of our paper, account-
ing more explicitly for the latent structure of macroeconomic data that get revised may
o¤er a more promising and robust analysis of these real-time data di¢ culties. After all,
one source of these weak identi�cations may be the residual data revision noises discussed
in Section 6. Further research is necessary to document the general shape of robustness
across di¤erent identi�cation strategies.

8. Conclusions

Empirical VAR and time series research often ignores issues associated with data re-
visions and economic agents�access to only real-time data releases. Since government
agencies and private sources do not provide these data conveniently, these shortcuts are
rarely questioned. The real-time data collected by Croushore and Stark (2001) allows
researchers to explore the empirical robustness of many existing macroeconomic results
to this issue, but additional structure must be placed on the data revision process and as-
sumptions regarding the information that economic agents have access to. Our empirical
analyses indicate that accounting for data revisions has only a modest e¤ect quantitatively
on the recursively identi�ed monetary policy shock measures and impulse responses we
consider. Similarly robust �ndings were obtained for a particular long-run identi�cation.
All of these results are conditional on our assumptions about data revisions and the latent
structure of the economy. A negative �nding of this analysis revealed that many fully-
simultaneous VAR systems that are identi�ed when real-time data issues are ignored are
actually not completely identi�ed when vintage measurement issues are considered. Fur-
ther research that allows for alternative measurement noise and data revision processes is
needed to shed more light on the role of data revisions.
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Fig. 1.  CEE monetary policy shocks.  Centered, three-quarter moving averages estimated 
from VARs using different data vintages; sample period 1960 to 1983.   
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Fig. 2.  Impulse responses following a CEE monetary policy shock.  Estimated from 
VARs using different data vintages; sample period 1960 to 1983. 
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Fig. 3.  Galí monetary policy shocks.  Estimated from VARs using different data 
vintages; sample period 1961 to 1983. 
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Fig. 4.  Impulse responses following a Galí monetary policy shock.  Estimated from 
VARs using different data vintages; sample period 1961 to 1983. 
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Fig. 5.  CEE monetary policy shocks.  Estimated from VARs using real-time data and 
1998 vintage data; sample period 1968 to 1991.   
 



FF --> Y*

-0.6

-0.4

-0.2

0.0

0.2

0.4

1 3 5 7 9 11 13 15 17 19

Quarter after Shock

P
er

ce
n

t

real-time

vintage 1998

FF --> FF

-0.4

0.0

0.4

0.8

1.2

1 3 5 7 9 11 13 15 17 19

Quarter after Shock

P
er

ce
n

ta
g

e 
p

o
in

ts

real-time
vintage 1998

 
 

FF --> P*

-1.2

-0.8

-0.4

0.0

0.4

1 3 5 7 9 11 13 15 17 19

Quarter after Shock

P
er

ce
n

t real-time

vintage 1998

FF --> NBR*

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

1 3 5 7 9 11 13 15 17 19

Quarter after Shock

P
er

ce
n

t

real-time

vintage 1998

 
 
 

FF --> PCOM*

-4.0

-3.0

-2.0

-1.0

0.0

1.0

2.0

1 3 5 7 9 11 13 15 17 19

Quarter after Shock

P
er

ce
n

t

real-time

vintage 1998

FF --> TR*

-0.6

-0.3

0.0

0.3

0.6

0.9

1 3 5 7 9 11 13 15 17 19

Quarter after Shock

P
er

ce
n

t

real-time

vintage 1998

 
 
 
 
Fig. 6.  Impulse responses from a recursively identified CEE monetary policy shock.  
Estimated from VARs using real- time data and 1998 vintage data; sample period 1968 to 
1991.  Dotted lines show 95 percentile bands for the real-time responses. 
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Fig. 7.  Impulse responses from a recursively identified CEE output shock.  Estimated 
from VARs using real- time data and 1998 vintage data; sample period 1968 to 1991.  
Dotted lines show 95 percentile bands for the real-time responses. 
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Fig. 8.  Impulse responses from a long-run supply shock in the Galí system.  Estimated 
from VARs using real- time data and 1998 vintage data; sample period 1968 to 1991.  
Dotted lines show 95 percentile bands for the real-time responses. 



 

 
 
 
 
Table 1 
GMM estimates of autocorrelations 
Note:  Numbers in parentheses under autocorrelation coefficients are standard errors.  
The J-statistic tests the null hypothesis that the cross-covariances of the growth rates are 
equal; the associated p-values are shown below the J-statistic in parentheses. 
Source:  Authors’ estimates. 
 
 
 




