Smart MObile Radiation Detection System at the University of Richmond (SMORDS@UR)
Primary Review Code:  MPS

A wide variety of radiation detection systems are, or will be, deployed in and around the U.S. to search for and monitor the movement of illicit radioactive sources, radiological dispersal devices (RDD), improvised nuclear devices (IND) or special nuclear material (SNM). Many of these systems, such as portal monitors, will be installed at various ports of entry. Others are mobile and can be mounted in, for example, police cruisers, etc. In order to be effective, such systems, both fixed and mobile, need to be extremely sensitive. However, with sensitivity comes a problem: namely a large number of false positive signals generated by innocuous background sources of gamma-radiation. Truck loads of roofing tiles, of Brazil nuts, of cat litter, highway overpasses, etc. have sufficient natural background radiation levels to trigger radiation systems. False positives can also be triggered by legitimate sources, such as medical, industrial radiography sources etc. In addition to being a nuisance such alarms can cause real harm if / when the vehicle operator becomes desensitized and turns the system off. A serious experimental challenge is to maintain the sensitivity of the detector system while at the same time rapidly and effectively eliminating such false positive signals and identifying them as non-threats.
In this proposal we plan to address this issue by developing at the University of Richmond a Smart MObile Radiation Detection System (SMORDS). Ultimately, SMORDS will consist of three key components.
1) A mobile high-efficiency scintillation detector (probably NaI(Tl) although we will also investigate higher resolution LaHa scintillators) coupled with a GPS unit and a communications unit.
2) A central database at the University of Richmond. This database will store the information (count rate, energy, time, GPS location, high voltage, etc.) received from the detector. It will also allow rapid retrieval of previously stored data to upload to the detector to compare real time signals with the archived signals.
3) A set of data mining and data analysis tools and algorithms which we will develop and use on the data in the database to allow rapid elimination of false positive signals using the University of Richmond supercomputing cluster. 

We are aware that mobile detector systems already exist, and that some are already commercially available, (e.g. the EG&G Ortec NaI-SS, or similar systems available from Thermo, BNC, IST/Textron). Thus the primary focus of the proposed research will be on the database and development of data mining and analysis tools. We believe that our combined 50+ years experience in low and medium energy nuclear physics experiments (Beausang and Gilfoyle) [1-10], nuclear non-proliferation (Gilfoyle) [11],  and  background subtraction and signal analysis techniques in investigating the cosmic microwave background (Bunn) [12-15] allow us to make significant contributions and progress in data storage, data analysis and data mining techniques (item 3 above). It is here that we feel our main contributions can me made. Briefly, we work with very large data sets that can have large backgrounds and develop data analysis techniques to isolate and enhance the signal of interest. We are asking for a complete end-to-end system to allow us to both collect and analyze our own data and study ways to reduce the false positives and enhance the signal of interest. If successful the system will be easily expandable to multiple detector systems each communicating with, sending and receiving data to / from the central database.
Our proposed research directly addresses several of the key aims and objectives of the Academic Research Initiative solicitation, viz.:

a) By developing the database and data mining tools, we will carry out ‘frontier research on leading edge nuclear detection technology that is potentially relevant to the detection of domestic nuclear threats’.
b) By training undergraduate students and a postdoctoral fellow, and by a cross disciplinary approach involving Prof. Bunn (a theoretical cosmic microwave background cosmologist), via this program we will expand and build upon ‘the intellectual capability in academic disciplines relevant to nuclear detection’ at our academic institution.

c) We will focus our efforts on data storage, data mining and data analysis techniques which are directly relevant to ‘simulations of detector response and background isotope identification and pattern recognition techniques’.
Furthermore, our proposed research directly addresses issued raised in three of the four key areas of research identified in the solicitation, namely:
1) Science and Engineering of Materials, Concepts and Designs for New Sensors and Sensor Systems

a. Our research will be directly relevant to the development of ‘sensors or systems that are capable of mobility or unattended operation’.
SMORDS@UR is a mobile detector system coupled to a ‘smart’ central database. This allows ‘alarm’ conditions and possible responses to be monitored remotely.

b. ‘In addition, nationwide deployment requires an emphasis on reduced cost as well as increased portability and reliability’.
Whenever possible we will use open source Linux software which will be widely portable. In addition, the database and processing algorithms will be designed, from the start to operate in a parallel processor environment allowing easy expansion to much larger systems.
2) Science and Engineering Applications of Networked Sensors: Interpretation of the Data; Responsive Action

a. Our research directly focuses on, ‘sampling, pattern recognition, and false alarms in sensed data’ and ‘simulations that link sensor data algorithms to databases’.
Together Drs. Gilfoyle and Beausang have more than 50 years experience in data analysis of nuclear physics experiments, (Beausang has spent 25 years in gamma-ray spectroscopy). We are experts in detector response and characterization. In addition, we are very familiar with the storage and analysis of very large data sets.

3) Information Management of Sensing Systems
a. Our proposed research also directly focuses on ‘basic research on innovative approaches to tagging data to facilitate subsequent retrieval, and on mathematical algorithms useful for mining the extremely large data sets that will be produced by the next generation of sensor systems’.

This is exactly the primary focus of our research.
Our proposed research efforts are:
1) To procure and characterize (energy efficiency, gain stability etc.) a variety of vehicle mobile scintillator detector systems. This characterization will include Monte Carlo simulations of the detector response. One we propose to purchase will be based on a large volume NaI(Tl) crystal. We would also like to investigate a newer high resolution scintillators based on LaHa (e.g. LaCl3 or LaBr). A commercial system, such as the Ortec Digibase, will come with a data acquisition system which provides access to the outputs (count rate, energy, time information etc) from the scintillator detector. This can easily be synchronized with detector position information obtained from a GPS unit. This system (based on a laptop) needs to communicate this data in real-time to a central database. In a recent test we carried out, with a commercially available wireless card, we measured typical download speeds of 600-1400 kbps (based on 5 MB FTP data files, without compression). Typical upload speeds averaged 500-800 kbps. These rates will be more than adequate for our system.
2) To develop a cutting edge parallel-processor supercomputer-based database and analysis system at the University of Richmond. This system will store and upload data (including GPS position of the sensor) from / to the remote detectors and will allow rapid access to this data so that the ‘live’ data (eventually continuously transmitted) from the detector(s) can be checked against the ambient background signals, for that location and time of day, stored in the database. As the remote sensor gathers new data and transmits it to the database, it is added to the previously acquired data from that GPS position. Therefore, the quality of the data in the database will continuously improve allowing an ever more precise determination of the ambient signals at each location. The database will also store data according to both location of the detectors and time of day, perhaps allowing us to compensate for time-varying background sources. We estimate that ~120 Mbytes of data will be transmitted to the database per detector per day. Note, this does not imply that the data storage requirements expand at this rate, since data transmitted from the same GPS coordinates will be combined with the existing data from that location. This is not a particularly large quantity of data, by nuclear physics experiment standards. Indeed, a single PC could certainly handle all the data storage and analysis tasks from several detectors. However, to allow expansion of the system to multiple remote detectors we plan, from the beginning, to utilize a parallel processor environment and to base the system on the University of Richmond supercomputer cluster housed in the physics department. Dr. Gilfoyle has operated the cluster for five years and is expert in its use and maintenance.
3) To apply our expertise in data mining and background subtraction techniques to investigate the data and attempt to both 
a) remove background signals caused by highway features such as overpasses or buildings

b) with minimal statistics, attempt to identify patterns in the data and possible isotopes giving the signals. 
Our plan is that initially the database will store all of the available information from the detector. This information includes (x, y) position from the GPS unit, detector ID number (required to allow us to collect signals from different detectors), time accumulated, count rate, and the full energy spectrum, stored both as a function of time of day and also as a running sum. While the latter spectrum clearly will have a higher statistical accuracy the former spectra will allow us to check and possibly correct for time varying background count rates (which might be found, for example, adjacent to a cement factory, a hospital, or a power plant). 
4) If successful we can envision multiple detectors communicating to a central database. If each detector is properly characterized (efficiency, temperature response, etc.) the archived data can be used to eliminate false positives, irrespective of which detector is ‘alarming’. An additional benefit of the central database is to remove the decision on an ‘alarm’ from the vehicle operator (often poorly trained in radiation detection techniques) to a highly trained technician at the home base. With rapid and reliable communication this can be achieved without loss of reliability (if communication is lost the system could simple revert to ‘operator mode’).

5) This project has the potential to be very high impact and, by allowing deployment of multiple detectors without an associated increase in the false positive rate, can significantly enhance our nuclear detection capabilities where it counts. 
Professors Beausang and Gilfoyle are experimental nuclear physicists, Beausang in low energy nuclear spectroscopy, Gilfoyle in medium energy nuclear. Professor Bunn’s research focuses on theoretical methods to filter noise signals from the cosmic microwave background. He is an expert in background subtraction techniques and in dealing with large data sets with significant backgrounds [12-15]. 
The P.I. (Beausang) is an experimental low energy nuclear physicist and is an expert on all aspects of gamma-ray spectroscopy [4,5,8]. He has been involved in the design, characterization and operation of many of the current generation of large germanium detector projects including the Eurogam, Euroball, and Gammasphere arrays [16]. While on the faculty at Yale he was responsible for the design, construction and use of the YRAST Ball multi detector array [6]. An expert on high-spin gamma-ray spectroscopy and on superdeformed states, he wrote some of the earliest automatic search programs to scan very large multidimensional gamma-ray data sets for signals characteristic of these very weak, regular patterns. 

Co-PI Gilfoyle has considerable experience in the technical parts of this project. The project requires continuous monitoring of the incoming data from the remote, mobile detectors. Gilfoyle already has experience with such a requirement as part of his work in the CLAS Collaboration which developed and operates a large (35-ton, $50 million) radiation detector in one of the experimental halls at Jefferson Lab. [17]. This device (also 
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Figure 1. Timeline from the CLAS monitoring software showing the number of tracks per event as a function of time during a recent experiment. The run numbers are listed across the top. The gaps are due to intervals where the CLAS was not collecting data. Notice the change in the number of tracks per event from about 2.5  to 2.2 from March 15, 2007 to March 19, 2007.  This was due to a change in the experimental running conditions. In particular, the beam on target dropped from 45 nA to 10 nA.

called CLAS for CEBAF Large Acceptance Spectrometer) contains about 35,000 detecting elements in drift chambers, plastic scintillators, Cerenkov counters, and calorimeters. CLAS currently collects data at a rate of about 5 kHz and accumulates about 1 terabyte of data each day. It measures the trajectory, time-of-flight, energy, and identity of the debris from a nuclear reaction between an electron projectile and a nuclear target. Constant monitoring of CLAS is essential to maintain high data quality and our experience has taught us several important lessons. (1) A broad range of analytical tools are needed to provide an adequate snapshot of the incoming data stream. (2) The system must build on existing software and hardware so that it is flexible and robust and can be adapted to changing conditions. (3) The information gleaned from the data stream must be readily and easily available to the end users or they simply won't use it.

Gilfoyle developed a monitoring package that follows these lessons as part of the CLAS monitoring system [18]. His package does a full reconstruction of a subset of the events in the data stream and presents the results in a timeline available on the Internet to users anywhere. An example is shown in Figure 1. The number of tracks per event is plotted as a function of time for a recent experiment. Note the change in this parameter between March 15, 2007 and March 19, 2007. The experimental running conditions changed here (the beam on target was reduced), and the change clearly shows up in the timeline. This is the kind of performance we hope to obtain with the proposed SMORDS@UR system. Figure 1 comes from the web-based monitoring system. This information has to be readily accessible (a few clicks away on a browser) or users will simply not take advantage of it. The project we are proposing here would make use of these lessons learned in developing these monitoring routines.

Gilfoyle also has experience in the analysis of large datasets from CLAS. He was PI on a successful proposal to NSF in 2001 that enabled us to acquire the current supercomputing cluster [19]. That system is now being used to analyze these large data sets and to perform simulations of CLAS. Gilfoyle is in charge of managing the system. His current analysis of these large data sets is supported by a grant from the US Department of Energy.

Co-PI Bunn has 15 years of research experience in cosmological theory and data analysis, with a particular focus on the analysis of large cosmic microwave background (CMB) data sets [12-15]. He has developed a variety of methods for extracting weak signals from low signal-to-noise sky maps, including generalizations of Wiener filtering [12], the Karhunen-Loeve transform [13,14], maximum entropy image reconstruction [15], and discrete wavelet transforms.  He is currently involved in a long-term study of methods of separating dust contamination from CMB signal in the data from the WMAP satellite by searching for non-Gaussian structure in the data [20].  The goal of this project is to find extremely general ways of detecting weak but highly non-random signals in a large "sea" of Gaussian noise, a problem that is quite similar to the one addressed in this proposal.

Facilities at the University of Richmond that will be used in this project include a 34-node computing cluster, a radiation laboratory equipped with two well-shielded Ge detectors, and numerous other equipment and IDL software. 
We anticipate coordinating our efforts closely with our colleagues in the National Laboratories. To this end we have approached Dr. Daniel Archer, Oak Ridge National Laboratory, who has agreed to collaborate with us and has already provided helpful advice and guidance. If our proposal is funded we anticipate that we, the postdoctoral fellow, and the undergraduates will spend time at ORNL working with Dr. Archer and his colleagues. Thus in addition to investigating a potentially very useful mobile detection system and database we will, very importantly, train and motivate the next generation of young nuclear physicists and integrate them with professional scientists in one of our nations premier national laboratories. Thus another goal of the project will be the training of highly qualified personnel in nuclear physics detection techniques and the networking of these individuals with scientists in our national laboratories.
This model for close collaboration with National Lab scientists is very close to that for Beausang’s successful Stewardship Science Academic Alliance Program (SSAA), started at Yale and continuing here at Richmond. This research, focusing on measuring cross sections of interest to the Stewardship Science Program, has involved a close collaboration with scientists from LLNL [21-23]. Over the years, two postdoctoral fellows and several graduate students and undergraduate students have been involved in this research. Many of these have spent time closely working with our LLNL colleagues. Our most recent success story relates to one of our Richmond undergraduates, who is now pursuing his Ph.D. in nuclear physics at the University of Kentucky. Another of Beausang’s former students has just joined the physics faculty in Rhodes College. One of the postdoctoral fellows on the SSAA project is working on Single Event Upset events at IBM; the second is still at Richmond but has taken a new position at LLNL.
The intellectual merits (NSF Criterion 1) of this proposal lie

a) in the characterization of the detector

b) in the development of the data acquisition and storage mechanism, and 
c) importantly, in the development of various data mining techniques to remove background signals from the system. 
The broader impacts (NSF Criterion 2) lie

a) in the enormous potential benefits to society and to national security if the system is successful and 
b) in the training of the next generation of nuclear scientists.

Management Plan

Beausang will lead the project. He will coordinate the group efforts and lead weekly (more often if necessary) group meetings to set priorities, discuss goals and assess progress. 

Beausang will be responsible for purchasing the detectors and data acquisition and for implementing the detector system at Richmond. 

Gilfoyle will manage and maintain the supercomputer cluster. His expertise in a parallel processor programming environment will be invaluable when we begin to implement the database.

Beausang and Gilfoyle are both experts on nuclear detection and analysis techniques. Together they will develop the algorithms and tools to search the database and eliminate false positives caused by background features.

Bunn is an expert on various background subtraction and fitting routines for CMB. He is also an expert programmer and knowledgeable about data storage techniques. He will develop algorithms, possibly based on existing CMB tools (Wiener filtering, Karhunen-Loeve transform, wavelets, etc.), to search the data. He brings this expertise plus a fresh, cross-disciplinary approach to the group.

Together we will undertake to hire and train a postdoctoral fellow to help us develop the detector system, the database, and data mining techniques. 
Several students at the University of Richmond will be involved in the research (we anticipate two - four students working in the summer months full time on the project. Funds are requested in this proposal for two students; an additional two can be hired using university funding.
Significant milestones and goals for the project are outlined below:
Year 1: 

a) Purchase vehicle mobile scintillator detector system and appropriate GPS unit.
b) Purchase several scintillator detectors. In addition to the NaI(Tl) workhorse scintillator we also propose to investigate new high resolution scintillators such as LaHa .
c) Obtain laptop with wireless internet connection and data acquisition software.
d) Advertise and hire the required postdoctoral fellow.
e) Characterize the various detectors (undergraduate student training).
f) Begin development of the database on the Richmond supercomputer cluster.

g) Begin taking data with the detectors and begin development of data mining and analysis tools.
h) Visit ORNL to consult with colleagues.

Year 2:

a) Continue data taking with a variety of detectors.

b) Continue development of the database.

c) Continue development of the data mining and analysis tools.
d) Investigate testing for a true positive with the system.
e) Continue interaction with national laboratory personnel.

Year 3:

a) Publish and disseminate results including posters and presentations by undergraduates.

b) Continue development of the database.

c) Continue development of the data mining and analysis tools.

d) Assess progress to date and if appropriate grow and continue the project.
PAGE  
7

